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TOP10 in 2008.11
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Top10 in 2009.11
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Top10 in 2010.6
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What Next?
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No. 1 ?
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Design CPU for HPCs!
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CPU Plan of China
National Strategic Product
– Supported by the National S&T Major Project for CPU

10th Five Year Plan (2001-2005): 
– Startup and key technology research 
– Four-Issue OOO Architecture, 1.0GHz

11th Five Year Plan (2006-2010):
– From emulation to innovation, low- to high-end,  research to product
– Multi-core CPU with leading performance, CPU company setup
– Desktop, servers, and HPC products based on domestic designed CPU

12th and 13th Five Year Plan (2011-2020):
– Build a new ecosystem to support the IT industry in China
– Start from National Security, education, e-government, ......
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National Sci.&Tech. Major Project
Part of the National Mid-Term Plan
16 Major Projects, each fund more than USD 10B from 2006-2020
– CPU and OS
– VLSI process techmology
– Next-generation (4G) wireless network
– High-end digital machine tool
– Advanced nuclear fission power plant 
– Water pollution control and treatment  
– Large aircraft
– High-resolution earth-observation system
– Manned space flight and lunar exploration
– ......



11

Godson CPU Briefs
Research Stage: started in 2001.

The 32-bit Godson-1 in 2002 is the first CPU in China
The 64-bit Godson-2B in 2003.10
The 64-bit Godson-2C in 2004.12
The 64-bit Godson-2E in 2006.03
Each Triple the performance of its previous one
SPEC int2000 and SPEC fp2000 of Godson-2E> 500

Product Stage: started in 2008
Godson-2F is the product version of Godson-2E
The 4-core Godson-3A product in 2010
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Low end roadmap: From CPU to SOC
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High end roadmap: More cores on a chip
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Godson-3 Scalable Architecture
Scalable interconnection network: 
– Crossbar (intra-node)  + Mesh (inter-node)

Shared L2 Cache, on-chip memory controller
– Directory-based cache coherence protocol for intra and inter chip CC
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4-core Godson-3A
4 four-issue 64-bit Core
1.0GHz@65nm
16GFLOPS@15W
2 DDR3, 2 HT Controllers
In product stage
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Layout of Godson-3A
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8-core Godson-3B
8 four-issue 64-bit core
2*256-bit Vector Ext. per core
1.0GHz@65nm
128GFLOPS@40W
2 DDR3, 2 HT Controllers
Taped out 2010.5
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Layout of Godson-3B

GS464vL2

MC MC

HT HT

GS464v

GS464v GS464v

GS464v GS464v

GS464v GS464v

L2

L2

L2

L2

L2

L2

L2



20

16-core Godson-3C
16 four-issue 64-bit Core
2*256-bit Vector Ext. per core
1.5GHz@28nm
384GFLOPS@15W
4 DDR3, 4 HT Controllers
To be taped out 2011
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MIPS64 compatible, 200+ instructions for X86 emulation
Four-issue 64-bit superscalar OOO pipeline

Two fix, two FP, one memory units

64KB icache and 64KB dcache, 4-way

64-entry TLB, 16-entry ITLB

Directory-based cache-coherence

Parity check for icache, ECC for dcache

The State-of-Art GS464 CPU Core
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GS464 Architecture
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Keeps all GS464 features 
Extend each 64-bit FP unit to 256-bit SIMD vector unit

Two vector units
Each core has eight 64-bit MACs
Compatible with MIPS64 FP instruction

128-entry 256-bit register file
300+ SIMD instructions (Linpack, FFT,  media……)

GS464V Architecture Features
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Microarchitecture of GS464V 
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Feeding the Starving Vector Unit
With limited bandwidth, how to provide 
enough data in required format to feed the 
vector unit ?

Use the bandwidth more efficiently
Special data link for vector unit

Data moves in parallel with computation
Reorganizing data in the way from 
memory/cache to VR, as required by 
matrix computation, digital signal 
processing, media processing, etc.

L1

VR

MEMORY

L2
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Godson Super Link (GSL)

Direct & reconfigurable data transfer btw. cache/memory and VR
Matrix transposing

Bit revert

Entropy decoding

……

Memory access coprocessor
Three Godson Super-Link

Flow control among GSLs

Synchronize with GS464V
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Parallel data movement and computation: 
Linpack as an example

Computation and shuffle in parallel

Computation and data transferring 
in parallel

VR↔L2 

VR↔mem
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Computation and Shuffling in one Instruction: 
Vector Instruction for FFT

x(0)r x(0)ix(1)r x(1)ix(2)r x(2)ix(3)r x(3)i
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Computation and Shuffling in one Instruction: 
Vector Instruction for Linpack
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Computation and Shuffling in one Instruction: 
Vector Instruction for Media
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Simulation Results

With RTL simulation, GS464V achieves excellent performance

Eight-core godson-3B (64 MACs, 2 DDR3) achieves

>93% of peak performance for matrix multiplication

>87% of peak performance for 1024 point complex FFT (0.37us for 

1024 point floating point FFT at 1GHz)

1080p high definition H.264 decoding with single core at 1GHz

>200 frames per second
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GDSII of GS464V
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HPCs  based on Godson-3

Personal TeraFLOPS HPC 
– Desktop HPC

PetaFLOPS in 2011 based on Godson-3B

– 10,000 Godson-3B Chips

10 PetaFLOPS in 2013/2014 based on Godson-3C

– 30,000 Godson-3C Chips
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1U16P Board for HPC

• 1U2T with Godson-3B
• 1U6T with Godson-3C
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Conclusion

Scalable Godson-3 Multi-core Architecture

Aggressive vector extension to achieve high performance

Godson Super Link helps efficient usage of limited bandwidth

– Computation and data movement in parallel

– Reorganize data in data movement



38

Thanks


