XTFRUTHTAENEESERTSE

(A Qualitative and Quantitative Study on Availability of Cloud Computing)
(BEED)

FrPrin, B i ifieald A
Rt R R, ZE A RERBRA

Email: huailin@gmail.com

4 ROITHZR--TL T HHAWS

4.2 Amazon AWSERF B HLIEZE (2006-2009)

Amazon AWS B20065F3 B 14FF 1S3 X - 1= AR 55 F12006 5 8 A 25 H FYEC2BR S, 20088 A #Y
EBSIRSS AR, K3 W ZREAHE T4 EhEIEEC2, S3FMEBSE. E¥MES R IEAERS
NEFZEEN BB F.

AWSTE2008F 28168, AWSHS3RETENWRFZ BV H S BUFZAWSH A P #BRSS 1.
AmazonfIAWSHR# 1T T RZIHN R B, H1E4 A H, FFIEIRHAWS Service Health Dashboard, 8 X iR
BREMBSMRSH AT FEM.



Apr 14, 2008 Report an Issue

Current Status Details R5S

-@ Amazon Elastic Compute Cloud (AF1) Service is operating normally. [ﬂ
-@ Amazon Elastic Compute Cloud (Instances) Service is operating normally. &
a Amazon Flexible Payments Service Semnvice is operating narmally. EE]
-@ Amazon Mechanical Turk (Requester) Service is operating normally. EE]
-@ Amazon Mechanical Turk (Waorker) Service is operating normally. [ﬂ
-@ Amazon SimpleDB Semnvice is operating normally. EE]
a Amazon Simple Storage Service (EU) Semnvice is operating narmally. EE]
-@ Amazon Simple Storage Service (1JS) Senvice is operating normally. [ﬂ
-@ Amazon Simple Queue Service Senvice is operating narmally. &
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Re: Hitp/1.1 Service Unavailable - Outage?  Reply

Posted on: Apr 4, 2006 5:38 PM
4 in response to: Dave Barth

Amazon 53 Customers,

Below is an update on the issues causing the Amazon 53 outage last Saturday evening, which we have
isolated and resclved.

We were taking the low-load Saturday as an opportunity to perform some maintenance on the storage
system, specifically on some very large (>100 million objects)} buckets in order to obtain better load-balancing
characteristics. Normally this procedure is entirely transparent to users and bucket owners. In this case, the
re-balancing caused an internal transit link to become flooded, this cascaded into other network problems,
and the system was made unavailable.

We are taking several steps to ensure that we don't run into this situation again. We are modifying our
maintenance procedures, and are adding further monitoring to prevent the transit link from getting full. In
addition we are modifying the way that our system makes use of the network to prevent the cascading effect
we saw on Saturday.

Providing world-class reliability is our top priority for Amazon S3. We appreciate your patience, and hope to
surpass your expectations going forward.

-dave

2. Sept 29 . 2007
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Re: EC2 API outage % Reply
Posted by: Peter@AWS

Posted on: Sep 29, 2007 12:04 PM
4 in response to: mediawonder

This is an update on the EC2 issues experienced today. A software deployment caused our management
software to erroneously terminate a small number of user's instances. When our monitoring detected this
issue, the EC2 management software and APIs were disabled to prevent further terminations. Once we
corrected the problem, we restored the management software.

We will contact users that lost instances directly by email. At this point, the service is fully functional, and
you should be able to launch replacement instances immediately.

While we have corrected the immediate bug, we are also adding additional checks to prevent this sort of issue
from recurring in the future.

We are aware of the following outstanding issues which we are working to resolve now:

1/ Some instances may get stuck in the "shutting down” state until we have completed our clean-up. These
instances will not be billed and will be fully terminated shortly.

2/ Some instances will not show their launch indexes in describe-instances API.

We will keep you posted as we resolve these remaining issues.

To address a few of the questions posed on this thread:

The availability of the ECZ APIs is very important and it remains our goal to keep them highly available. We
believe disabling the management software was the correct decision because of the risk to running
instances. This is not a decision we take lightly, and we will work to aveid having to make this choice in the
future.

There was no correlation between the instance terminations, so users with redundancy built into their
instance deployments would have been better able to deal with the terminations. We also understand that
failure isolation is very important and we are hard at work on additional functionality to help with this.

Please let us know if you experience any unexpected behavior.
The Amazon EC2 Team

3. Feb 15, 2008
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ii For one of our services, the Amazon Simple Storage Service, one of our
three geographic locations was unreachable for approximately two hours
and was back to operating at over 99% of normal performance before 7
a.m. pst. We've been operating this service for two years and we're
proud of our uptime track record. Any amount of downtime is
unacceptable and we won't be satisfied until it's perfect. We've been
communicating with our customers all morning via our support forums
and will be providing additional information as soon as we have it.

Early this morning, at 3:30am PST, we started seeing elevated levels of authenticated requests from
multiple users in one of our locations. While we carefully monitor our overall request volumes and these
remained within normal ranges, we had not been monitoring the proportion of authenticated requests.
Importantly, these cryptographic requests consume more resources per call than other request types.

Shortly before 4 :00am PST, we began to see several other users significantly increase their volume of
authenticated calls. The last of these pushed the authentication service over its maximum capacity
before we could complete putting new capacity in place. In addition to processing authenticated
requests, the authentication service also performs account validation on every request Amazon 53
handles. This caused Amazon S3 to be unable to process any requests in that location, beginning at
4:31am PST. By 6:48am PST, we had moved enough capacity online to resolve the issue.

As we said earlier today, though we're proud of our uptime track record over the past two years with
this service, any amount of downtime is unacceptable. As part of the post mortem for this event, we
have identified a set of short-term actions as well as longer term improvements. We are taking
immediate action on the following: (a) improving our monitoring of the proportion of authenticated
requests; (b) further increasing our authentication service capacity; and (c) adding additional defensive
measures around the authenticated calls. Additionally, we've begun work on a service health
dashboard, and expect to release that shortly.

Sincerely, The Amazon Web Services Team

EXREBRENZE, AWSH X Al 5% E/E H"Service Health Dashboard”, M 8] SAUEBHHY
FEAFT7THRAWSEHERS R,

4. June 5, 2008
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Brief Outage for Amazon Web Services
June Sth, 2008 Ellike " 0 wrweet 1| [[snere (EIEES

Some web services on Amazon's utility computing platform were briefly
disrupted Wednesday afternoon as severe weather caused a power outage near
one of the company's data center facilities. At 3:30 pm Eastern time, Amazon
said it was “experiencing severe weather near one of our Amazon Web Services
locations.” A half-hour later the company indicated that the data center had lost
grid power, saying that “during the transition to backup generator power, we had
a small number of ECZ instances in a single Availability Zone shut themselves
down.” The instances were restarted quickly, the company said.

Amazon (AMZN) did not identify the location of the data center, but the outage

occurred at roughly the same time that severe thunderstorms caused extensive
damage in northern Virginia. Amazon has a large data center in Ashburn,
Virginia.

5. June 6, 2008
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6. July 20, 2008
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Amazon S3 Availability Event: July 20, 2008

We wanted to provide some additional detail about the problem we experienced on Sunday, July 20th.

At 8:40am PDT, error rates in all Amazon 33 datacenters began to quickly climb and our alarms went off. By 8:50am PDT, error
rates were significantly elevated and very few requests were completing successfully. By 8:55am PDT, we had multiple engineers
engaged and investigating the issue. Our alarms pointed at problems processing customer requests in multiple places within the
system and across multiple data centers. While we began investigating several possible causes, we tried to restore system health
by taking several actions to reduce system load. We reduced system load in several stages, but it had no impact on restoring
system health.

At9:41am PDT, we determined that servers within Amazon 53 were having problems communicating with each other. As
background information, Amazon S3 uses a gossip protocol to guickly spread server state information throughout the system. This
allows Amazon S3 to quickly route around failed or unreachable servers, among other things. When one server connects to
another as part of processing a customer's request, it starts by gossiping about the system state. Only after gossip is completed
will the server send along the information related to the customer request. On Sunday, we saw a large number of servers that
were spending almaost all of their time gossiping and a disproportionate amount of servers that had failed while gossiping. With a
large number of servers gossiping and failing while gossiping, Amazon 53 wasn't able to successfully process many customer
requests.

At 10:32am PDT, after exploring several options, we determined that we needed to shut down all communication between
Amazon 53 servers, shut down all components used for request processing, clear the system's state, and then reactivate the
reguest processing components. By 11:05am PDT, all server-to-server communication was stopped, request processing
components shut down, and the system's state cleared. By 2:20pm PDT, we'd restored internal communication between all
Amazon 53 servers and began reactivating request processing components concurrently in both the US and EU.

At 2:57pm PDT, Amazon 53's EU location began successfully completing customer requests. The EU location came back online
before the US because there are fewer servers in the EU. By 3:10pm PDT, request rates and error rates in the EU had returned to
normal. At 4:02pm PDT, Amazon S3's US location began successfully completing customer requests, and request rates and error
rates had returned to normal by 4:58pm PDT.

7. June 10, 2009
09FHI6A10H, AWSHEC2RAEEAREHEN. HEERRHKFEFLERTEE KXEBD.

EWMER: EC2

EHiRE: 8N /et

EHER:

BRSR, SRESHEDLREBEN.
FHXURL:

http://www.datacenterknowledge.com/archives/2009/06/11/lightning-strike-triggers-amazon-ec2-outag

e/


http://www.google.com/url?q=http%3A%2F%2Fwww.datacenterknowledge.com%2Farchives%2F2009%2F06%2F11%2Flightning-strike-triggers-amazon-ec2-outage%2F&sa=D&sntz=1&usg=AFQjCNGZqqAswZYE3X468NAgO8X0C9IMhQ
http://www.google.com/url?q=http%3A%2F%2Fwww.datacenterknowledge.com%2Farchives%2F2009%2F06%2F11%2Flightning-strike-triggers-amazon-ec2-outage%2F&sa=D&sntz=1&usg=AFQjCNGZqqAswZYE3X468NAgO8X0C9IMhQ

Lightning Strike Triggers Amazon EC2 Outage
June 11th, 2009 Bitice (9 yrweet| «1| [snare| s (EEED

Some customers of Amazon's ECZ cloud computing service were offline for more
than four hours Wednesday night after an electrical storm damaged power
equipment at one of the company's data centers. The problems began at about
6:30 pm Pacific time, and most affected customers were back online by 11 p.m.,
according to Amazon's status dashboard. The company said the outage was
limited to customers in one of Amazon's four availability zones in the U.5.

“A lightning storm caused damage to a single Power Distribution Unit (PDU) in a
single Availability Zone, the company reported. “While most instances were
unaffected, a set of racks does not currently have power, so the instances on
those racks are down. We have technicians on site, and we are working to
replace the affected PDU.”

8 July 19, 2009
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Outage for Amazon Web Services

By: Rich Miller FlLike 0
July 19th, 2009 wTweet  +1| [f] snare| (EELS

Amazon's cloud computing services have experienced performance problems this
afternoon, with multiple services affected. There are also numerous reports of
users briefly being unable to access the main Amazon.com retail site.

Amazon's Service Health Dashboard showed problems on the ECZ computing
cloud in the US. “We detected a period of elevated packet loss from 12:31 PM
POT to 12:46 PM PDOT in a single Availability Zone,” Amazon reported. “We are
continuing to meniter the situation.” The dashboard also showed elevated error
rates on its Amazon’s CloudFront CON, SimpleDB database service and
Mechanical Turk freelance marketplace. The downtime was also confirmed by
monitoring services CloudStatus and enStratus, which both show the Amazon
services available again as of 2 pm Pacific.

The outage is the second in a month for Amazon Web Services, following a June
11 incident in which a lightning strike damaged power equipment at one of the
company’s data centers, disrupting service for some AWS customers. Today's
problems come at a time of growing scrutiny of the reliability of cloud computing
providers. ECZ previously experienced extended cutages in February 2008 and
October 2007.

9. Oct 5, 2009
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DDoS attack against Bitbucket darkens Amazon cloud

At least 16 hours elapsed before Amazon acknowledged nature of attack, says Bitbucket
By Paul McMamara on Mon, 1040509 - 8:53am.

5052 Comments () Print ﬁsham ﬁ Q| &3 Flke |1 ﬁ

A crippling DDo8S attack over the weekend against open-source hosting service Bitbucket
and Amazon's EC2 service has questions being raised about the speed and effectiveness
of Amazon's response to the emergency, as well as the general reliability of cloud
services.

Bottom line for Bitbucket? They're considering switching to a different provider, several of
whom were "concerned" encugh to offer their services while Bitbucket and Amazon
struggled to stem the tide. Bitbucket has almost 19,000 users.

I've requested comment from Amazon's public relations department. (Update: Amazon
reply below.)

From a Bitbucket blog post yesterday by Jesper Noehr:

As many of you are well aware, we've been experiencing some serious downtime the
past couple of days. Starting Friday evening, our network storage became virtually
unavailable to us, and the site crawled to a halt.

We're hosting everything on Amazon EC2, aka. "the cloud", and we're also using their
EBS service for storage of everything from our database, logfiles, and user data
(repositories.)

10. Dec 10, 2009
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Brief Power Outage for Amazon Data Center

By: Rich Miller FLike 1 -
December 10th, 2009 WTwest +1 [} share

Amazon Web Services experienced an outage in one of the East Coast
availability zones for its EC2 service early Wednesday due to power problems in a
data center in northern Virginia. Failures in a power distribution unit (PDU)
resulted in some servers in the data center losing power for about 45 minutes. It
took several more hours to get customer instances back online, with all but a
“small number® of instances restored within five hours.

“This incident impacted a subset of instances in a single Availability Zone,” said
Amazon spokesperson kay Kinton. “Most of that subset of instances were back
online in 45 minutes.”

The issues started at 4 am East Coast time Wednesday, and affected one of the
three availability zones in Amazon's East Coast operation. The zones are
designed to provide redundancy for developers by allowing them to deploy apps
across several zones.
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