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1. =it ERIHEE

RS ER M ZAIEWATRA . 17 Gartner Fulll , 2013 FRBE=MHHH
AE =LA 18% AUBEM 2012 09 1110 2= IBKE13102EE , (1B 1 Fr~.
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1 REZRSHIBMFIBRE

£ laaS(Infrastructure as a Service) 5@, B K EE F 47.3%, miHHET
FO01Z2ES . 2012 &, laaS 18K T 42.4%. 2016 &, AE=HHIHA/NESIEXR)
2100 {2, BIKFHN 17.7%, 1L laaS HEERE 41.3% RIEE 1]

PRI, lEEXEF/NEEI CIO TEE EBIEABNHIBETI N AEBEI = ITEF
a1, FEmRNEN=ITENRSERE (Quality of Service) BIEHL .

UCBerkeley i+& 1% RAD L4 z= /Y Michael Armbrust Z7£ 2009 £ 2 B
RETFFURITERSHIES — Above the Clouds:A Berkeley View of Cloud
Computing”. X7 Berkeley 122 7T EEBI=ITEMRSBE , HIRH T=RS©
JNEEBRAY 10 KFERS (2], 20E] 2 B

ﬂ Saa$ User

I Web applications

|

g Saa$ Provider / Cloud User

Performance Unpredictability

Scalable Storage
Bugs in Large-Scale Distributed Systems
Scaling Quickly

[ Utility computing

a Cloud Provider

o wael w a W

Reputal Fate Sharing
[ Software Licensing

2 Berkeley =1+ Ei&EY
[ 1] BERAFTE 27 it i 19 5% 3Ltk
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£ 11X 10 X [& 18 &1, 1(Availability of Service), 2(Data Confidentiality and
Auditability), 5(Performance Unpredictability), 6(Scalable Storage), 7(Bugs in
Large-Scale Distributed Systems), 8(Scaling Quickly) #35=1t& R & K&5H
% . Berkeley TEXSAI A4 (Availability) FIf2EES , 1455 T DDoS X =1t
B REENRERTIER .

B4, f7%kE8 Newvem RUIREHIEIRS , B 35% ROILSEHI AWS BFRYE
NEX ERERTEERE ; 40% 19 AWS BFISE EHMEIERE(H . TeamQuest
BRI ZEWA] CIO T—REE , EZEERIAY CIO & 40% IR M E
RARITENITRAE TR SIS [3].

2012 &, FZBBMNRNB R EHET R ETERNLEEHN . THE—
LosaRIRZfl [4](5]:

2012 2B 29HM 7B 26 B, XY Azure KA, BTEH5BI9EIX 9
AVNETFD 2.5 NNET , F2AEEMRN AR T A EE EEMEREATER S,
BIIRER T IR .

*2012F6814H,6 8298, 108 22 HMBEHEAEM 12 524 H, T
S AWS RETERIRSEEMERTEZNONGM , LIMNEFSETrEE
ENEEMAT , 6120 Netflix, pinterest, twitter, Instagram 2 [4]. 8XEHS
HMABPLEERERRSHBTERIA O NVNIHIEZ .

*2012F 7 B 10 H, 8K SaaS(Software as a Service) A7) Salesforce
HIRSEME LS . HRRZZM Salesforce AT laaS IRSBHIAT (Equinix)
FIEIRFOEBIRSRS . Equinix IEBIRTE 1 DEhRFELIRE THEIR . {8 Salesforce 142
TEIR O NMNBSREEAIRE EAER S .

*2012 9B 10 H, &3/ DNS IR GoDaddy RIEE+H RS &= .
GoDaddy B18&#1L 5 TAMNMEEF 6 B A1 WEB b= . IXRRS L ERE
FREIA 7 AT . HIREH AR NS S A0EURIRIA . thBIRAIRIER GoDaddy
BIBET52AR) DDoS I . (BiX—FE#R#E GoDaddy &iA .

* 201210826 B, 8% App Engine =IRS HIVE S, BHEHIA 4 VAT .
EERIMRBEARENERER .

* 2012 10 B 26 H , EE8M=F#EiR M Dropbox f9iRS LIS, BTEHS
& 10 Ve EEREERAE .

B AR, #EERITEASESNEIFNEXRNE, ZITETHRES
RS RE DB IELSHRHRAE .
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EI = ERIRT BIERIE MAE B ITEIE A— 1 FRE AR TN ERY
o . BETHEE CIONHE— M =IHETFE.

HRIFAM T RSS2 AB IR B S ERIRE S EEHIE
W R=ZX TS EAIEEIEE DT IE .

AXERRGHENIDIT T =ITETREMNELRE | SN =ITER
laaS, PaaS #1 SaaS ST EXRaAIAMNATEXREFITIE . XENRE, FIX
2006 3 2013 FLk AWS #E9MRrRIE IS AI IR S5 B 60H 7 B RIS A& D

—HEEDHT.
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2. =TS A (cloud computing Availability)

=ITETRAME— MR XIS . AEN = TETRMNT:

=itE AN : B1F 12aS, PaaS #1 SaaS S EmRSAVER, oIS, ST,
IR EEFIEL , MEKHANR T IEINMS BRI ST eem/EEE, sh&
FrFEPNIESREEE . SREEEEZEIY SLA(Service Level Agreement) 3k
SWRTHEMERYEE | 4HEMNAY Availability B9BUESEE , 4170 ,99.9% 3i& 99.99

s
==F -

BRAITERRIHE [6], BIVAATITER Availability( &R Availability o)
£1 1% 1aaS §9 Availability(Availability, ), PaaS #9 Availability(Availability,, o) 1
Saa$ K9 Availability (Availability,, o).

Availability..= N (Availability, g, Availability,__., Availability,__.)

HVAR, BRFREZBINSITENTRAMESZIHE SN EZENIAMER
ERIEESES

FETENGH, B RERANEN— P =ITERSOT B AR E
ETE . RE, I=tEDEREES [aaS, PaaS 1 SaaS fEr Bt Z BRI X E M
=S

2.1 TR
{BRETE— N RIFAIIENERE (BIANRIE) T/NBS M) BRSS K EMRAIA (Unavailable)

REZE N, BIXAIBZBIERE TR EE X 8 TBF(Time Before Failure). &K
BRIRERSIERETHNEEN A TTR(Time To Repair).

g T
TBF(i-1) I TBF(i) l TBF(i+1)
B 5 AT
TTR{i-1) TTRG) TTR{i+1)
TE — TARR ) TFeRsa

3 mUERSHIF AN
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FE 3 FJAN, FESRAERTIE) TSEER , IRSAII B

AvailabilityT = X8, TBF()Y T, Eep, XX, TBF (i) 27848 T, =R
HAYATARAYE] .

FERT=[Z5 TBF()+ X TTRA)L

FLA, Availability = Z,, TBF() /[N TBF() + XY TTR)
=[ X TBR()N]/ (i TBF() + i TTROVN]

ELIt , A NESTENE T/NE , =iRSHIRT AR
21 Availability, = MTBF, / (MTBF, +MTTR,)

Hrh:

MTBF,: 38 T W, =R$5AY Mean Time Before Failure[7].

MTTR,: ER118) T A, =BRS3H9 Mean Time To Repair(8].

BIEATC 1, FHAITLUAEN—D z:HEQZ‘ EFEEER T T, [aEER K T
Mean Time Availability(MTA) 3

a2 MTA, = 2 Availability()/ M, Ee M=[K/T]

BIR—1=IRSHI SLA BEUFRTE) T 28X, 3iE iRk 24 Vi . tNREER 744
ANNETRY MTA, 1RIE EIANTS , E MTAHESERN

HF [K/T]= 744/24= 31;
MTA.,, . =[(Availability(1) +Availability(2) + ...+ Availability(31) ]/31

=[ 23 Availability(i))/31
[ #i¢ 1] =SS Availability BXJVS (MTTR/MTBF) BLERBRE

M Availability, = MTBF (MTBF, + MTTR,), /i 11R&553 ,
Availability, = 1/(1 + MTTR /MTBF, )

E X Mean Time Failure Ratio(MTFR) ft2& (MTTR/MTBF) A9tL=R .
Availability,= 1/(1+MTFR,)
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TR, BIREMALL = A , =IRSHITBEHR B/ . EXRM&T LGB R
W

1 Availabilityr

Availabilityr=1/(1+MTFRr)

MTFREA AT i\

MTFR

4 MTFR 5 Availability B9 /%

[##ie 2] MRERSHLEEZETTHAMTERNAR—MEEXER, XD
a, BARSHIAMEE—EH [a/(1+a)l, FEEREAY T T . Elt, SLA
AILAREEE , BEFHTW .

—

Big MTBF =a xMTTR + b, Hif a, b EE , a ARRS LLIERIETHIE

FITEETIEIAgELER |
BT 1840

Availability, = (@ xMTTR + b)/@ xMTTR + b + MTTR,)
=(a xMTTR + b/[@ +)MTTR + b ]

BRig b B8/, DR ESAEN

Availability, = =(a xMTTR,) /[@ +1)MTTR ]
=[a/(@+1)]

HIERI , FEXMIER T, ZIRSHTAER—1EE , IRFREHLX .
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| Availabilty

MTBF =a'MTTR+b -

-
//
-

| (100%) /

v Availability = a/{a+1) HEE

yd

P
/,

Vs

) A i RS T

5 MTBF #1 MTTR 2£14 X RATAT Availability

[ e 3] H— M RRSBETHRBENIE , RSHERSEVEEEE , =
FESSTT RS .

S NEERRIRSIFARR , fEREET— M EERIME , ZHIERE . 7
el , B MTBF, 2—1EE o, BIKE !

Availability, = o /(c+ MTTR,)
=1/(1+MTTR,/ o)
ALEL , SR EERSHONEE— " EENIHE , &L EAHESINEE
R, BfEED, Availability, FOEREK . A= RS RMEES .
! =REFIAE

LHEBRETIRG M DR EEE,
RIRSFBERMSIEIRE T EXER

| Availabilityt=1/(1+MTTR1/ o)

~— B HpEiRERTiE

6 MTTR 5 Availability F9xZ %k
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[ Rflidie ]
BRIR— P =IRSEHBDFRRE—IBIENMETEATEE , 4110 99.9% &
99.99% &, NmsRiSEL ERIRSLE .

IR MTTR Z0J42RY, PIANEREFRI (Repairable) 234, EB—NMEE
BELEREE A. O1I0, ITEHIEFORNRGRIR , BIERRHELIEER
AT, Z2RP%, LR Availability, = 1/(1 + MTTR/MTBF, ) aTLAE 4 A
Availability, = 1(1 + AMTBF, ). BBA RGO AT Bt m 2 kT MTBF, o
5, fERTE) T RS E&RINARTE] . WA EARITTERSIREETLAUBI R KT
RUBEEE (AU BsE S ) M/ RS =RSAVREN , NMmigt&E A/ MTBF,
LASFEFTHAEERI R St Availability % .

IR MTTR @A0HERY , Al E R (Replaced) 284, anfEsz , ARSS
RIBUSEBREANS , XEEKRE MTTR NELSGFAES—NLIRES . Xih
BN N ERSIEEFBMZEIIIIABTKREE , 1+1 BHRBEFERRMBEMITR A9
IS8, FHESRAFRTIE) T S ESREURSTERES , 6130 (1) [MHARA TR (UnAvailability)
BHTEMAENBEN , (2) RIS RMNA , FENEFHR[AVERE .

B

[ ZFISH]

[ 1] == SBHEFENETTAI MTBF 2 10,000 /NBY, (BFRZEFY 10 4~VNE A
BEIREERIET, BARGHIRIBIEREZ D ?

Availability = 10,000/(10,000+10)=99.9%.

[ 1 2] ANRBHR— I SSRIAT AR 99.99%, B MAREBREATAIF
IATRSEIAE AT LURIE 10,000 VN F 2R EEIR , BBA T B4EER T RIRIE
EHIZ R EIEEEDEER?

M Availability, = 1/(1 + MTTR/MTBF,.), BILUES

MTTR, = MTBF, * (1 -Availability,) /Availability,

EltE , MTTR = 10000%(1-0.9999)/0.9999 = 1 /)7 .

IT &BIIIRTE 60 D2 NIEERRIRERIRFZH L, BUFHTXIXRIATE
FEIER) SLA.

[ B 3] BRIE— =W S RIE 99.999% RUBT B , ANSR MAIEBISEITAAIA S
R SHERENREARR 12 VNEES . BBAI SREEFINIZ2TA?
WIRERIEZ AT B SIERIEIT ?

M Availability, = 1/(1 + MTTR/MTBF; ), aJLUESH

MTBF =(MTTR, * Availability, )/(1 —Availability;)
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Eitt, , MTBF, = (12* 0.99999)/(1 ~0.99999)
= 1,199,988 /)\iT = 49,099.5 &
=7143 283 =1786 18

XM S RBERIEIES: 149 FRITHIRIZTT, ARERFIRITER ! 52, 5
9 BRI B ISE] .

2.2 zitESEEHETRE

RNBERZITE S REMT 1aaS, PaaS #1 SaaS I BN ERR . &
FEIRHFE N =ITEST BT AU(Availability Unit), BT & & AS(Availability
Set ), B A SA(Standalone Availability) #1EB82 =] A DA(Deployment
Availability) B9HE: , AR EMANE E DT SFEXRELRI AT B .

2.21 EX
R¥E Berkeley X FmItEREMNEN ,, — 1 =RSITLUEEL 59 Sass,
PaaS # laaS = 2451 . 111X 3 B, AN EN T

ATt AU(Availability Unit): E—ZEHE T —ERSHSNERRS
B3 . EITBERSHN&/NE . B—EFo ARz BEEMY , — B2t
A AT mMEMETT . B9 AU BIF)FH AWS §9 Availability Zone[9] #1
Windows AZure {9 Region[10]. — AU 22— MBHEEE , XTF laaS =, aIkd
E—NUEFL ; JITF PaaS, slLIE—1 WEB, #URERISLAI ; XF SaaS, aILIE
—MNRERIF .

S AS(Availability Set): B—EF— MBS AU BBLE , FER
B EN— N EKRHIRS S E—F . AS BE—Mh#E (Arbiter) f9ThgEE LR .
Arbiter FAsRSCATHEMZ AS 89 AU a1, FHRIBERAVEX , PEIB AU AT
LURMERIFH , SiERESHIRS . Z— 1 AS BEEZT— I AU T, 1% AS #iA
NEEIERLLYBENE . Arbiter KEALUR— M HNER , FINETF LVS &
BEROTAZI9E [11], 3E AWS BRI LBS BRSS [12] & . A% Arbiter REEEE%
A9 | AL ATIE Arbiter BB SLRIBRRE . BIh, Fek—MRME , ASZRIK Arbiter
MNELETRESEATBRMENE L, ITE—REE, Arbiter RRIXENIRSH
BEIRMRAETEME , B BA(Best Availability) &% .

AU 1 AS ROIZEEIRFN K AN NEFTR |
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Arbiter
_— —

—

()

B 7 ST AT T
XIF— AU FI AS, 12 UE AT A ST AT

gy E] A ¥ SA(Standalone Availability): BRIBENERERSHT—Z
AU & AS ROBTAMER 100% IIER T, — M AUAS BERIRTRBME . #ilan, —
SaaS/PaaS RFESBERINERM LE 2R, EIABNRETNHELRENE

TR RT B

=TT A M DA(Deployment Availability): EAERMHESHT—E AS/
AS AT BMERETWHIER T, — D AU/AS £ SERISCRRRI A . flan, —
4 SaaS gi& PaaS [REWIBEE—NBE=51Y 12aS IME N LFREREIRIT RN ;
— 1aaS HEBE— B =S EBHIEFL , T8, FEFINEINMET T
BESCRhRIR AT M .

2.2.2 AU #1 AS 89 SA aJH1¥
[Big— AS B m A AU, FEREIRS AS = [AUTAU2, - AUm), B—4
AU SR SRR (FIEEM ), X AU AS 19 SA BEITFREY :

v AU, ()= 1,2,0,m),

AH3 SA,,=SA,, =A

Hreh A 2— S8, 0, 99.99%, 5§ 99.99999%.

BFEEEA—AS B, 54 AU 2SRRI, METEARHNE, A,
EAE— MBRIHSIRET Al

a4 SA, = 1- (1-A)

—MAS By Arbiter BIRREEZR MRS HBRMEREGENTABIE . = AS 1Y
P m > AU ERREIRTRITTE TAFRIRHE , iIXD AS fE— MBS [13][14].
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TR, M D AU BEIRFESEIERE (1-A)" . EIL ,AS SER RIS AR 1-
(A-A)".

TEBEIINETVAREM

= A=0 g9BTE , BPENEIRAY AU AT, Bt 1-(1-A)m=1-1=0. FEitt
TER—1EEIK AS BALE AT .

= A=1 RS , BRI NERIRAY AU #R2 100% ROTCHBERESE , EIE 1-(1-A)m= 1.
FEIEAER—DEIK AS BAERE 100% BI5EAY .

MA=(1-A", BTUBRSEH, BR, 0<sAs1, Bib—DAS A AR
THEE—DRIR AU RZEATRTREA. SERINL, 1-(1-A)" = A,

EE: — 1 ASHEMTBAEXRFEA—PEAEE AU BT AN .
EBR :
A BT B EAYAGRRIERS

L m=2, 1-(1-A)" = 1-(1-A2. 8% (1I-A)(1-A) < (1-A). Eiit,
1-(1-AP = 1-(1-A) =A

MWFERZ , BB BREAEHRMOHE .
B8 1-(1-A)" = A. FESEERE 1-(1-A)™
1—(1—A)(m+1):1—(1_A)m (/]_A)

ERNO<A<1 EO=<1-A<1,
At , (1-A)™ (1-A) < (1-A)m

it , 1-(1-A)™ = 1-(1-A)" (1-A) = 1-(1-A)" = A

EIE, FAWSEI—D AS IRMAIBIEARTET—NERZ AU RSRIRAT B
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y=1-(1-x)"8

8 AS 5 AU e Bt

2.2.3 AU #1 AS 8y DA TJH%

BVASD, — = ERS ORI B # T EEESTIER ST B . 6l
m, F— 1B x=flaaS £, B —> PaaS R% . 1% PaaS IR FHISLFRA A
PERME l2aS REMTAMEA . R laaS s MR BMER 99.9%, RE
PaaS IREANRITHIEIRAT MR 99.9%, BRAi% PaaS X SaaS ERIIRS I FEME
= 99.9% * 99.9%, BUREDEI 99.8%. thimE i, iR1% laaS RS Tk , Bi1ei%
PaaS BRZIZITRISRIRAT R A/ \afa , EEpE A AMEERRH O.

—AN AU FIEHR BRSS9 AS HORRERI AN X RAILUR AR
2% 5 DA,,=SA,,.DA,,

i, SA, i AU IRSHISMATAN ; DA, oA AU SRERIBIFLE AS
HOSBEEIFI
B, % DA, = 100% HRHR , DA, , = SA, .
FEEEI— AS RGN AU 19 DA BT MK FRIR S AT R R B L%
K25, AILURES SR VAT SE— AS §9 DA BT .

BE—1MASEE M PNAU, B AS = {AUT,AU2, AU m}. 1BIELT 4 7750,
1 AU 89 DA 2T IERE AS ROSJEMERY , EHItE AS 9 m 4 AU aJsEE&E R
BRI DA BJRBME . 1RIE Arbiter IR AT BMEER, JLISE—" AS 3399 DA 5]
B
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2% 6 DA, =1-(1-DA,, )*(1-DA,,,)..*(1-DA,, )

g DA, = Max(DA DA DA DA

AU AU 1 AU2? AU AUm)’

BAIRLUBZIEHEE!

DA, <DA,, < 1-(1-DA,,)"

AU AS

HEERE  — 4N AS fEA— ML | HhERE It DA, AT ERSHEIT
fI— AU BORBEATFME | (B34 AS AT BIEES—NEIR , 2 1-(1-DA, ), &
& AUI 2i% AS FaTErS AR AU.

VEBR :
BAEET—0<1-DA,, <1, (=1, -m),

FLL,
(1-DA,, )¥(1-DA,, ). *(1-DA, ,)..*(1-DA,, ) < (1-DA,,)
Rt ,1-(1-DA

J(1-DA,,,)..*(1-DA, ) = 1-(1-DA,,,) = DA

AU 1 AU \) - AU

B, DA,,, < DA

AS
EIE ’

(1-DA,, )*(1-DA, ). *(1-DA, ). *(1-DA, ) =
(1-DA,, )*1-DA,, ).*(1-DA, ). *(1-DA,,) = (1-DA, )"

Bt , 1-(1-DA,, )*(1-DA, ). *(1-DA,, ) < 1-(1-DA,, )"

AU 2)"

B, DA, < 1-(1-DA, )"

THEREMTIEITEERET SaaS, PaaS f laaS f9 3 EREHE N EBI R
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AE—MRME , RIg— SaaS AS ZBEBTE—> PaaS AS L ; 1z PaaS AS #i2

F—EER 12aS AS £ . HZIEEMINE 9 Fiv .

D
[ sassau | [ swssau | [ ssasau | SaaS AS
EEEa rusno | | | Paas As
| masau | | tsasau | | tasau | laaS AS
. . MENEE Infrastructure

9 BT AS I=ItERE

IWF PaaSms, LER SaaS EE2—1E&R Pseudo AU 8& 25 1Y

SaaS AU. Elitt, NATE 5, 285181 , B DA, TR PaaS AS (%R ;

.

14

ﬁit 7 DASaaS AS = SASaaS AS * DAPaaS AS

EIE, PaaS AS 1 1aaS AS B9 K2 :

AR 8 DA, sas = SApasas - DAlasas

Hep:

SaaS AS: SaaS AU EETTES ;

PaaS AS: SaaS AU {#FBRY PaaS RIRS EITES ;
laaS AS: PaaS AU IRV laaS BIRFZEITTES .

24

]

* —4> SaaS RSBAEBETREE—E/NTFTEIKEIR PaaS fRSAIFETA

* —/> PaaS RSAVEE R B —E/NTETEKIA) laaS IRBHIEZE A



[—] -
EE " DASaaSAS = DAPaaSAS < DAIaaSAS

[itie]:

E—NZ=IRS F, Bi8 SaaS 7] PaaS #9 SA £ 99.9%, laaS #J DA 2
99.9%.

PaaS 125 SaaS A9 DA TS : 99.9% * 99.9% = 99.8%.

SaaS ARRHRMERFRY DA eJBMERE 99.9%99.9%99.9%= 99.7%)!

M=, fEA— PaaS [RSIEMEE , NREBIRS EBESEXFN— 1aaS IR
7, iZ PaaS ISERRERE ] BHERIRKER 99.8%; {EA— SaaS RB1RHEE,
NREIRSEBEBEIXHEHI— laaS 1 PaaS ;& , 1% SaaS RILFREfE o] At
R AER 99.7%.

BEXMENDHT, TURFIBIES — = ITERSREEHBEE X EBMA
SLA RJaT M .

H— 1 SaaSTi&E PaaS RSB ELEBAFE =S PaaS oiE laaS RS LAIEHE,
IR HEE RS IRHENRSHRE SLA?

TEITIE SaasS 71 PaaS %K . PaaS 71 laaS RIX R XE .
BRI 4,6,7,8, AILUREZHIESE

DA = DA

PaaSAS

= [1-(1-DA

SaaS AS / SASaaS AS

Saas AU w)*m - DASaaS AU 2)- 2 _DASaaS AU m) 1/0=-0-Ar]

Hrh A 2 SaaS B/ AU BRI EIERT A .

Toe—MRtE , BRIREN DA o0 HER—TMEEA,
Eitt , — PaaS AS BBt S

RHY DA, ¢ pe= [1- (1-A "1/ [1- (1-A)"]
Hrh A 2 SaaS B/ AU BRIV EIERT A .
A 2 SaaS 1S PRI ARIERE R R

BRH10 DA g, = M- (1-A" )" 1/ - (1-A)"]

15



Heh A 2 PaaS 281 AU BRI EIRAT M .
A 2 PaaS ISR AREE T AL .

ETF R 910, sUAJLAE R AIEELE — > SaaS 5 & PaaS £ =759
PaaS =& laaS fr55 LA, B/ IUERIIEINLT , FARIBERFINIZIR S 12
HESAIARS AN . N AERI IEFRRIITAFIRSSIRE -

2.3 mitEZEE 3

ZANADWIEETASH S EBBHRIN, NEBRBFASFALAS), 28
AS(Composite AS) IR TP E BTN ; AREENFEHELE T=ITEFIR SIS
(Over Subscription) REITER L ; REEENEES RGN BRI
e

2.31 X

B AS(Flat AS): —1AS I—MRF AS, INREMZ AS RSH LR AU
SBIEIZ AS WHHOEA—N AU £ . NESHIAEER, 2— Mesh 2%
B MIN (M DERSEBEIRSH AU; N 9RIEIRSS AS AU (IS0 ) 9BsT

710 Fiio—MRT AS OISR | E—2i0 24 AU(BIii— 1 Paas
RS ) BEEEENFEEBE 4N TNEN AU L (A1I0—1> 12aS ikS ). IRIBEN,
XA 44 laaS AU TRt T PaaS B— 1 AS.

=] [*]
o]

L L N ==
ET-E- B0 | s

: Subscribe Service

10 B AS #h3h

£8 AS(Composite AS): —1MNASA—NEE AS, MNRiZ AS HEMNRF
AS HIRY, .

IR A—1ES AS BRINEDE . E—E8ImD AU(BII—1 PaaS ik

16



$)BEEEENAXRBEE 2PN TEN AU L (Flai—laaS iRS), IRIEENX,
XA 44 laaS AU S RFFEZAIGTIXF PaaS AU /Y 2 Vs AS(B1AS &8
24 AU). XN AS MR —1NEE AS SREZHARSS .

: Subscribe Service

11 25 AS #ah

R AS HI— MEBIR L ENBIRTE AS HREE— AU RHE, 2 AU
FHIESRSSH AU 958 T— M1 B9BREY , W& 12 Fis

=E (=N [E=E)

|N.I | RF{LaAS

+ :Subscribe Service

12 R AS #FMFHI -1 BT

£5 AS H—MFHIRZENENRF AS #REE— AU B9RHE , £E AU
MIESIRSSHI AU 5 7—1 111 B9BREY , 20 13 A

.......................

|“"' || “”I f£8AS

AS1 RTAS2

: Subscribe Service

13 &5 AS #FMFGI 111 Bgd

17



12 FOE 13 ROMRIMB RSB R RMAIMER . —BERERS AU K, KT
HIRSH LR AU B2 K30 .

BTN, I =IHER S ERAH T LIBIRFASHEEGASHES,
LUSBIFRITS TR .

59, NE 10 ZIE 13 B9 TmE AS FIE24 AS gUah, OILRB 2B LE
AU 33 AS FIRRSERISROEE R AER . XFFXBIX— M =IRSIT AS BTS2 14F0 AT
£ . N7 R ZEXFRSEIENXE , EX=ITE AU 1 AS B9
SR SFIMIEREL (Subscription Ratio) a0 :

AU UZEGLE :
EfEa—D AU IRt EE — MR 2 O MRS ERER LIRE , & XiZER
AU &8 (AU Capacity), icfE C.

—PNMAU RS HFIEELZIFNRSNEE, & X H1TEE (Subscription
Amount), ic/E S.

S < C i, FRAEUEUIAZ (Under Subscription)
S > C B, #RABMEUIAZ (Over Subscription)

ENFIE AU I8

ax11 AU,,=S/C

2%, —MNAURI(S/ O) Bk , ERBEREMRSHMLS , HHOERI
TS AR .

Bg—MmFE AS B N AU, EXEITE AS BIELEL S -

212 AS_, = (X5 AU,

isub

)IN
E i, —PES AS IS RTLAE N 9

AR 13 AS,, = (X1 AS,,, )M, Ef M A—MEE AS SRIRE AS 9
HE .

2.3.2 mEMES AS BRIk

18



THEHIIERF AS FIEE AS #AFNTAY SA F1 DA AT .
TE—HE, ZRE 0 FE 118946, BRFERSHAU([TFT—1PaaSE,
78I PaaS AU1, PaaS AU2 , FHEBEEN SA,,. ; 1RHIRSS M 12aS 253!
9 1aaS AU, laaS AU2, 1aaS AU3 F 1aaS AU4 |, FEEEREHY SA

laaS*

TFRF AS 30, BEEA— P R—RIZERE) LIRHIRSS , IRIEATL 6

DA =1-(1- DA\aaS AU 1)*(1 _DAIaaS AU 2)* (1= DA\aaS AU 3)*(1 _DAIaaS AU 4)

laaS AS

1E§L§ DA\aaS AU 1 = DA\aaS AU 2 = DA\aaS AU 3 = DA\aaS AU 4 = A’

B, DA s s = [1- (1I-A7)1]
Eltt , X4 PaaS fEA—1 AS BIRJ A DA 79

REEITRE :

DApasps = SAps - 17 (1-A7)*]

AT 4, BT
DA = [1-(1-AR . [1-(1-A" )*]

Paas AS
MFEE AS #3h, BT PaaS BHRIBEEM NIRRT AST I AS2 41,
SaairTmtt:

A4, DAsgns= 1-(1-B)

B E X2 PaaS f9—1 AU FISTIEEREAIF A laaS AU fIRITIEZC RIS
==l

B=A*[1-(1-A" )]
At
DA =1-(1-A*[1-(1-A )?] )2

PaaS AS

19



it 4. ERATHEEET, —1"RE AS f1I—1"E5 AS 12ith) DA TH %
IE{EIE .

TEFRABZ A = 0.99 WIERT, BF AS SIS :
y = (1-(1-0.99)2) * (1-(1-x)%)

0

S5 AS oI BHERHCN

y=1-(1-0.99*(1 -(1-x)?)

X8 (0, 10) H95575 .

ME 14 BJLIMERE , ERHhEA E—5.

141 RFEFES AS 1Y DA TJFMELL R [ Xi8) 0 1]
THEHEMIKKXERAE . JREREENERRRT AS (IR BMES ; 18/
BES AS HIHAMSH . EX LIRS, RBEEXS .

~om
o os or on OR Op eM om oM OF AW oM 0g
I i P i i [ ] 0 ] i i i i

142 BY¥HES AS B9 DA BJBMHELE [ X(8) 0.5 -0.8]

20



-0
-
ST
-9
-04

~ne

o am aEm A o LY I Y oM am o (r om o.m
i h ' | i I ' ' ) | ' i )

14-3 BY¥FIES AS 19 DA I FtEEEE [ X8 0.8 -0.99]

BEA R AS FIE S AS #REiR RIS AT AME , EXBIZ Al ? 5L
PREFEPRNERITRENA?

e 5: RE AS RIS LERIFRSH AU WRTARRBSIMN -3 ; 85
AS RS ELERIFIRSH AU HATRESHILIRRIIZN .

[iFie]

R AS HRINF , ENEERSHI AU T AMENSHENSIN . — MY
HHIIRSSE (140 PaaS) I LA ENE R BTG IDERS (Fa0 Saas).
PaaS AS #J Arbiter ERRTLAZ 84819 RR(Round Robin) &=, , MR ARIBEE T
PaaS IRSSHIEZ44E .

EES AS HhINE, ABEABNRYF laaS AS TR LR PaaS AU R KA
FMRIRERAERY . PaaS AS /iR it Efs= 2RI Arbiter iRSS , a0 BA &L
BERAISENS . ERRSFRT Arbiter E2xM5h, BESEAE AU RIREHEIE
P HRIEHK , X PaaS iRITHISEERRE AL .

NE 15 Fis , A— IS RMENIME T, eSS — LR AU(L
BIRTER) REEDSK, F15 EERS AS BB RAHINEINK . FRI24E
ftt AU T g9e] B ER/NF7&ER SLA RUBRJARIERS , FrBRIIRSIENEREHKIBZS|
FOI@EA AU .

21



! 1
TN s e
- - - - -

15 BFE AS vs E& AS
TEITIERT AS IR . X ZHT, BEEN T ITED ER AR SO .

it 6: EZRBRASHEE AU HENERT, —MEFE AS ESESRILALL
(Over-Subscription Ratio) . =M EEROCEEEZMER .

[iEBg ]

BIE—NRT AS #8 N A AU, 3B ER KA AU BRSS .

Azt 9 F1 10, AILUBH AS ., ., = [ X (SIO)N

RIERIE AS HLIEBEN, iZRE AS BN AU S ETF K, BTl , Zm¥E
AS RIBIEIELZ -

AS .y = [ i (KICN=K/C

A0, — MR AS FKSRtL 5E AU B X , RIKET L EIRSHIENHE
S AU WSE C.

EE—REERABENDNAUBNES AS. FE—RKME, BIRiZ AS HM NN
R AS ER ; FEENRT AS, LSRRGSR AU MERN k, HEHEZ
k=K.

A 10 7011, TLMSHIZES AS BOMEIEL S

AS .. .= (2 AS M= [ (K/C)]/M

=K/(C xM)

EHR M =1, ME AS B¥E sub =K/C, FrlA, ASE& sub < AS @ sub
HLET, BFEAS KL R TFETES AS RIS .

EmE AS RUFRNE O &, H AU 0 AS g9lksgtt s
AUsub=2/C;

22



ASsub = (21 AU_ . )4 =2/C

isub

MESSE AS BIAFNE 10 &, H AU F0 AS RIKISEEL S -

AU, =1/C ;
AS.o .= (X AU, )2 =1/C;
AS,pup = (Zis AU, )2 =1/C

At , E& AS gL 9
AS,, = (X AS )2 =(1/C+1/C)/2= 1/C

B, R AS B RES AS HIM(E .

[iie]

NS ERHINIDHTRILIER] , RIARFARIRS SETUESE LR AU
HIRSHORMRSHIRT AN , ERIHERAVUNESUEE , XEREXIEER

SHEENSHREIFRK.

2, BT U BERSEEEZBIRS AN ERAZE , FLET R F AR
SHEALF LHFEESAIRA .

23



3 mItESERITHRE
AN IRIE R T AU FIAS 10191812 5 F 1 5 %12 1HE B (Reference
Design), 4 BISFHERIAYEIFBIHILSRELE

BRE—NMNANB=ES, 2T [2aS RS ; — 1N BE=FHT HKEZ [aaS &/t 26
E7 PaaS g5 . A5 SaaS [RESIRMEmEZ PaaS Ei#HTEE .

KN §— SaaS, PaaS 5iE laaS EHRMRETEN I—D AU 85T .
3.1 —=B¥za4g (Stick Architecture)

—FAIBIH S REEN—T=IRSASEBAER . W& 16 s, — 1 SaaS kRS
HiZEEr— PaaS RS .L ; 1% PaaS REIEE—NEEW [aaS k.

161 2ERIHER— . —FBIZHY I(KE

SaaS PaaS laaS

162 2F it —  —F U5 T EE

24



—FRERNTREERFERANMEE . HRSRBAE , BEES T BERK.
5140 SaaS #1 PaaS Zjd , PaaS 1 1aaS £2 B oLt s . RAREERE .

F laaS kit , EEAEEAEMNA : DA = SA_.

F PaaS kit , HEAMBETAMER : DA, = SA...c *DA_.

3JF SaaS ki, HEAETEMER : DA, = SA..s *SA,_ * DA
= SA. . *SA._.*SA

laas

SaaS PaaS laaS

3.2 Z24243 (Diamond Architecture)

EFLRE—F RN EF | T PaaS BHHE , N—FEUEF+ PaaS
F—NAUSETISEEN AU IRBE AS. (B 17 Fis,, — SaaS RS E S
B2 PaaS RS L ;1% 2 4 PaaS REI2AE— N EEW 1aaS £ .

171 SEGIHERL T S50 KE

SaaS SaaS

PaaS1 PaaS2

laaS

E 172 &2FiHRA T 50 FEE

SRR PaaS RRIASEMESEIRS , M—=B5MALL , XfRT PaaS
J:'E’Jiﬁge,&ri R=E 12aS RINARERLN R . B, BTIBINT PaaS ERY

25



mE, FE—FRENNRAZEES .

SIF laaS ki, e AEaAMR : DA, = SA
YT PaaS kst , HE RSB
HEI:'F DAPaaS’\ = DAPaaSZ = SAPaaS * DA\aaS )
I, fERH— B4R H0 PaaS BE M B A1 DA, . =1-(1-DA,,.) * (1-
~(1-SA,_.*SA

EECE laaS

DA

PaasZ) PaaS IaaS) :

3ITF SaaS kiR, ERABBETMAMN : DAcs = SAgus * DArss = SAgus
1= (1= SAps * SAL? 1 = SAs *( SAns ™ SALL? + 2SAg.c"SALe *
SA

PaaS PaaS SaaS

laaS

3.3 AFE%243 (Bone Architecture)

AF M E—F AR . EFBEENERS laaS ER0 &M . 1E
18 MNE 19 B, —> SaaS IRBEZESPEET—1 PaaS k$B.L ; 1% PaaS RS E
EE—N2NEER 1aaS k.

Saas
PaaS

p— %_N_._._;

i | laast laas2 |1

. )

e mimimimrmimimimim——— i

181 ZERIHREI = A5 (K E

Saa$ SaaS
PaaS PaaS
laaS laaS

182 2EHITHRE =« A\JZ2eH FEE

26



AFHREREPNSR laaS ERARMEEIES , fI—FRMEMREEL , £
b7 laaS BRNRREME . R PaaS RINARERENS . B9, BF BT
laaS BAIHE , FEH —FHMET IR ARES .

3T laaS ki, HEABETAMER: DA =1-(1-DA_.) * (1-DA
=1-(1 -SA

\assZ)

laas ) :

3T PaaS ki, ERAIETAMRN : DA, =SA,_. * DA
(1-SA,..s )

=SA, ¢ " [1-

laaS PaaS

4F SaaS ki, HEAHBAMIER : DA, = SAu.s * DA.s = SA
*SA s *[1-(1=SA e )71 = SA * SAne * SA_2 + 2SA

SaaS

SaaS

* *
PaaS SaaS SAPaaS SA\aaS

3.4 =f@Rz5E18 (Tri-Angle Architecture)

=AFRHREFAFEEMNESER EEEERIES PaaS fl laaS
EaEN . B 19 Firx, — 1> SaaS RSEEIEE 2 N PaaS kB L; 21
PaaS RS IBEE— 4 NEEH laaS L . BiX 44 laaS AU 2i&i3m-MRIZAY
AS 3kE)_EIRHEARSHY .

! 1

i i

i | Paas1 PaaS2| ;

[ T =<
,._.7/_’.‘_\_.,_./ _______
! i i
E laas1| | taas2 |l| 1aas3 laaS4
tmmmeoo- .= -

laaS AS1 laaS AS2

191 Z2ERIHREIY | —MAZ58 SR E

PaaS1 PaaS1 PaaS2 PaaS2
laasS1 laaS2 laaS3 laaS4

E 192 &g HRAN : =7 FEE
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—RAFZREIMNR laaS BRI REEEIRS , fl—FE , ERMAFERGE
tt, £BR7T laaS BEMRSLE . he @ PaaS BINARESRLMS . B4, BT
IBINT laaS BAIHhE , FEH —FERMERONMAZES .

XITF laaS ki , ERAREETRMEAEAEZ . H 41> 1aaS AU 5014377 2
H, 8N AUE T 1aaS AS. Hep: DA ¢, =1-(1-DA ) * (1-DA ..,
=1=(17SALe)" DAas ase =17 (17DA) ™ (17DAL) =1-(1-8A o - BEFE
TEHZE, XM 1aaS AS 2RI IRZAY , AR EE— I EA [aaS BT B4
DA .2
YF PaaS kit , EE R ET AU RN BHTF DAL o = SA-.s * DALe=
SApaas T1=(17SA o] DA s, =SAc.as ™ DA\aaSZ_ SApes ¥ [1=(1-SA o1, BElLtE
8k DA, .= 1-(1-DA,.0)) * (1-DA,,.0)) = T-{(1=SA, .o * [1-(1-SA ¢ YIF

Paas” Paa81) PaaSZ) PaaS

X\—Ja: SaaS %ﬁ?‘ ) ’E\:EE_*:ZB%_HEHT$% : DASaaS = SASaaS * DAPaaS = SASaaS
* [1-[(1=SAps " [1H(1-SA s JDF]

3.5 B#3%eH (Fat-Tree Architecture)
BERIZEME =AY B . EXEEMNE— 1 EEE 22, NT&E

KIEERIES PaaS #l 1aaS ERyoT st . tNEl 20 i~ , — ) SaaS RSEESE
£ 20 PaaS RS L ; 21> PaaS RSHBEE— 4 NFHERY laaS £ .

laaS AS

Bl 201 ZERIHEEINY | BRI SR E]
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PaaS1, 2 Paas1.2 PaaS1.2 Paas1.2
laas1 lsas2 1253 laas4

202 2EIRIHRE T NG FHE

FERIZRAER9L = Paas, laaS BRI ERIRANIRS , REESHATA , X
BEEANE , FRERSMSENHNEKRRS . F3IREBYELEF ONIE,
RETHIRES.

HEELMNSENHNERRS . FIREBENEHEFONME , RAST
RS2 .

SIF 1aaS kin , EEAEETEMERAEZY. H 4 1aaS AU 283837H9 2

@, G AU BRI T— laaS AS. B DA_. =1-(1-DA__) * (1-DA__) *
(1-DA..0) * (1-DA_..,) =1-(1 -SA_ ). IRUTRATIALIAI M . i, 118

SA,.<=99.9, DAlaaS= 99.9999.

%9 F PaaS ki, B AHMET MR BF DA, = SA,. * DA
SAsas *[1-(1 ~SA s ) DAp.as2 = SAbaas * DA = SAPaaS [1-(1 ~SAas )
I EELR DAG,0s=1=(1-DAL, o) (1-DA,65) = 17[(1=SA,.s " [1-(1 =SA s )P

3T SaaS kit , HEARBERRMEN : DA, = SA

SaaS * DA
FLL=SA s " [17(1 =SAs )T

PaaS = SASaaS

MEMEREL , BARNEERENSRITBMEREKRR . BHRNRGE
ZE, BREERSH.
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4 E=HIRR —— LD AWS

41 Amazon AWS Z%4E18

Amazon AWS 7 2006 &, BF=1TEIRS Y 1aaS (Infrastructure as
a Service ). W5k AWS 12 EHRVEIBEF OBF S S ERE X1, (Region). 59 4
KX, . ERE4E - Jb=XK1E (North Ameria Region), T A X1, (Asia and Pacific
Region), EXM (& 5&A03EM )(Europe / Middle East / Africa) F1Eg2£X 15} (South
America Region)[15], 40& 21 F7.

K

Regions | < AWS Edge Locations

21 WEBHHREFORED

THEHRIS#HEDK 4 XKXESRIEFS
JEEAEE :

2795 X

US East (Northern Virginia) Region EC2 Availability Zones: 5 2006 &
FHERSS

US West (Northern California) Region EC2 Availability Zones: 3 2009 &
FHERSS

US West (Oregon) Region EC2 Availability Zones: 3 2011 F£FF48IRSE

30



AWS GovCloud (US) Region EC2 Availability Zones: 2 2011 FFEIRSE
(7F: GovCloud RIS NEE K EBEMFKEN— P = ITEXY, 773
ERIFEILHX )

TRKE

Asia Pacific (Singapore) Region EC2 Availability Zones: 2 2010 &F4a
RS

Asia Pacific (Tokyo) Region EC2 Availability Zones: 3 2011 18RS

Asia Pacific (Sydney) Region EC2 Availability Zones: 2 2012 FFaIRS

BR i X 14

EU (Ireland) Region EC2 Availability Zones: 3 2007 18RS

[SEF3 07

Sa0 Paulo Region EC2 Availability Zones: 2 2011 F£FF18RSS

B9, WA TRSWSHTSEE. REUHMAFEREARN , ESERSitE
377 CDN H9 EhniE T = #iE 40 (Edge Location). E 4o XiganE 22 A,

TEEEGE FRHHESROKGTAR SERRIRN , NTITLUIRBAE
EREURROETS

AmazonCloudFront and Amazon Route 53 services are offered at AWS Edge locations:

North America South America Europe [ Middle East [ Africa Asia Pacific
Ashburn, VA (2} 530 Paulo, Brazill Amsterdam, The Netherlands (2) Heng Kong, China (2}
Dallas/Fort Worth, TX (2) Dubin, Ireland saka, Japan
Hayward, CA Frankfurt, Germany (2) Singapore (2)
Jacksonville, FL London, England (2) Sydney, Australia
Les Angeles, CA (2) Madrid, Spain Tokoyo, Japan (2)
Mianni, FL Milan, Ttaty

INew York, NY (3) Paris, France (2)

Newark, NJ Stockholm, Sweden

Palo Alto, CA

San Jose, CA

Seattle, WA

South Bend, IN

B, Lowls, MO

*Denotes Amazon CloudFront only st this edge lacation

22 5 Edge Location 5576 E]
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HNTRARS l2aS RS SN, 81X EE2 EC2 B (Availability
Zone). XN FtEEET — M XIE (Region) B9 EIRIYIIREIES ) . Her,

= M RERUEBEZ AKX
F =P HAXRERT XS .

AWS HRIXEF B AXAYER AR [16]:

Xig, :US - West (California + Oregon): 6 MNaJFEIX
Xig :US - EAST( North Virginia): 5 MJBX

X1 :South America (Sao Paulo): 2 MNaJ X

X1 :Europe - West (Dublin):3 MNEJTHX

X1 :Asia Pacific (Singapore): 2 MNaJAX

Xig, :Asia Pacific (Japan): 2 MR BX

Xigf :Australia (Sydney): 2 MNaTRX

X1z : Gov. Cloud( BE3BBIUF = )

EXT AWS RIS RT BXAIXERTTE , B 23 PRiia— P ansiinginihx
= [17].

Amazon Web Services

Region Availability Region Availability
Zone ‘ Zone

Availability Availability Availability Availability
Zone

Zone Zone Zone

23 AWS i AKX

FENKIFEFTE2MIMN , FFEEERE . NMER— DI EATE
RS IM—PEIHAIFIN .
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E— P KENTBXESFRHEFLD . — IR EIE—
XigEEmREMAIBX . £E— 1 XER , BISE , {ETHNESEZ I RXE
BX .

BRI LURIER S WS HIFBREEEEFILRZITAINIE , fIalEERIZRERL
EFUER .

BRI LIBZER— MR REN T BX BEm2 M Iss , Ameten A
XAIEB RN

24 AWS RYREEHIE

E—1MAIRBXE, — P AWS BIBRSS B HFIIR SRR LA (Instance) 195% [18].
WN_EE 24 Frax , AWS E=E/H EC2(Elastic Compute Cloud),EBS(Elastic Block
Store) #1 S3(Simple Storage Service) ZEfEMpY . Hh EC2 12 EIMLAIIRSS
RBFNRER; EBS 5 EC2 IR EAIZIT , RU—PKERE . AAEEIEIULM
el EC2 12 B MU R 403735 ; S3 IR —MNEIY WEB &JLUAIBIAIEL
BEENSOER, BRYULUEEAET AWS EC2 F=4£MaE EBS EmEmAIEIE
LAY s e BA S, FFTLUBIE AP F0&Fh WEB FEsa) .

ELB(Elastic Load Balancer) a1 EIIERIEMG . BiT ELB, — > AWS
RFEFAETLAE AWS (— I RX S Z 1M ITRXEEE 2 EC2 f9Lfl . ARBIY
ELB sLEl R EIEIEEAIER ; RDS(Relational Database Service) 2 — 1 &
F WEB REXEHUIRERS , AWS f9FEFALIEIY RDS NEEREER , &
EECEIEEWS . HUEETTLLZ MYSQL,0ORACLE &R SQL Server
%  CloudFront 2 AWS g9—N&EF WEB 19 CDN IIERSS , BB af LAIEE B8
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HNEBARTHRENHNEHTSIINRIERE , BT LR AWS BIE LR SE A
&, a0 ,S3 FMERFEINE . AWS B9 VPC(Virtual Private Cloud) fg5=2—
MEHRATAFE AWS IFETECHTABHIMEHN—fE%E . 2T Hosted
Private Clouds A95ElE . —MEFELIE AWS EmelE—1 VPC, AEECTS
EHIEXAN VPC BEMEN R, ZEEE , gL ElR .

KEMS , — P REARH AWS =iRSSH EC2, EBS, RDS #1 S3 #3pk . EfthAY
IRSSERNEIN, fIa0 , BT RHEYEMEEN ELB .

4.2 AWS BREIR

AWS EBEERABZM , NEE R EC2+EBS+S3, &£ Z¢A7 ELB+EC2+
EBS+S3 s AR ERAMBES N TBAXAEERT [19]. TER2/VMENH
MESREE .

REFR AWS BBEHE :

Basic structure of a AWS EC2 instance

yourDomain.com

Uphoad b 53 buckel
feplance logs C3ritem ana apelicabon]

| ™
'ﬁ Upload to 53 buckst

EBS Voloums Snagshol

-

mﬁ

e _/

25 BERAWS ZEHE
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E BEC2 RELEMMRSS 25 ; EBS RItiR & FhE ; S3 RIHLET WEB f9%iE
BIEFED .

HETF ELBHSUSEMSMELE:
b
www.yourDomain.com

> .
{
!
!
!
!
|
I
. SeouniwGroop  SecwiyGroep  SeowitGioep SeowiGrep —

e S

26 BT ELB S HEMAEL R

E EC2 RULEMARSS2S ; EBS IRItRiREFE ; S3 BIELET WEB 9%
MIAFIER . ELB RHAaZIYEIEE , BsiCREN AR EC2 sLfl L .
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EURARMNEIEMIRENE:

WY OUPADP.COM media.yourApp.com

[Siat Data)
Amacon Houls 53 Amazon
Hosbed Zona CloudFront
| -
s - Ny

{ 1 ™

¥ ] &
! I " I "
I ¥ i

AUto Scaling Group __., ) Amazon 53

Bucket

g S

AWS 3 Tier Architeciung

27 BRIBXSHSEMAER R

I IBVSSHEARNTRXZE, 8MBEXE, EC2iIRHENIRSES;
EBS 2HugEENE ; S IRMHET WEB IEURHOFI&E D . ELB RMHREHE
A, BERENHEARNTAEXAY EC2 5Ll £ .S3 #MMRRIHIEED .
CloudFront {5 CDN i .

4.3 AWS BIS &
TEEFRZAINRE AWS RSB ARIER AVS BB ARSI NG EE

NFRZ—. BESEAUEMAEENSEN , REB— SR B R ST
HIRRRHORIERR .
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£ laaS BN HE , TSR FEZBIM T ERIESRLEN .
*IBIEERAY AWS XI5, . XIg 2 [BJRI7 . BBkl .

*XEEAHESNUTEX . IRXZEXINAPIERIRZ AR . AR ERTE
RERKY .

*HRXZEERBISIRE , RERNMNEEE, EREHXE . RAREAESR
BRRA.

“1@iY ELB oy, AR LIBIT S E RN BETRATR B AR ENE

i
* @1 CDN CloudFront, e IkinE , 122 ARG FNEZEMRES .

* @1 Route 53 DNS ik 55, &= K& E M RIUEFA - A9 DDoS(Distributed
Denial of Service) L2 .

* J@id Security Group, IS ACL FIEIWIRENAR , RAEER
PFEPE VM IS .

B EIERAIS T, RIPEFAIEIE RS FFISRIA .

£ EIRRIRARZET, WEi#AY laaS AWS TEE S EXNAFIEAFE ST
W+ SLARIE. EH509: EC2 SLA, S3 SLA, RDS SLAFIRoute53 SLA. Heh,
RDS SLA & 2013 & 6 BAFia#IERT .

SLAZHEFHREMAWS RENTSHRTI—1EL . GLURMRIT S
AWS R HEAIIRS B AIFIINSRAENZIX MR AT DR NSNS HAIIEE .

EC2 SLA #yi&ig [20]:
EiaHER : October 23, 2008
FIEEN

“AWS will use commercially reasonable efforts to make Amazon EC2
available with an Annual Uptime Percentage (defined below) of at least
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99.95% during the Service Year. In the event Amazon EC2 does not meet
the Annual Uptime Percentage commitment, you will be eligible to receive a
Service Credit as described below.”

iE  EC2 99.95%H9 SLA &iERE T FRBMAY 99.9% RS RIE. —F~
BEZT 4 /BT 22 380 58.5 MR EIFANATE) . aNRIBEANZHFIRRE, B2—1
EHREZT 59 248, — P ATBEZT 21 21 54.9 BRATAIAE . B
TSEATHRIFECAMNE EC2 BETFARNMA SLA, BIRE , ETEHMBAY
FHMETS .

W 3F EC2 A~JA (Unavailable) RIEM AN :

“Region Unavailable” and “Region Unavailability” means that more
than one Availability Zone in which you are running an instance, within the
same Region, is “Unavailable” to you.

I ‘KiEEATR BERERNEIWER— KiERE 2T — " NI AK” &~
A",

“Unavailable” means that all of your running instances have no
external connectivity during a five minute period and you are unable to
launch replacement instances.

T AEARRIE— M EFITE R SIME (Internet) 2R ZIEREIA b 58,
B seEd BRI kit .

S3 19 SLA #&i& [21]:

7FiEHER : October 1, 2007
ARSS7#0s
“AWS will use commercially reasonable efforts to make Amazon S3
available with a Monthly Uptime Percentage (defined below) of at least 99.9%
during any monthly biling cycle (the “Service Commitment” ). In the event
Amazon S3 does not meet the Service Commitment, you will be eligible to
receive a Service Credit as described below.”

iF S3HRIERETERBMA 99.9% RSB FIE . ERE— N2 ST
10 D 4.8 8. —PMBREEZS T 43 D8P 49.7 ¥ . —F A Be2TF 8 /\AT 45 5¥h 57
¥. BETHEARMNM SLA BIRE , 81 , Siti5T . FTUETERNFISRT
TMAETE .
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TWE#st S3 £ (ErrorRate) FIENWT :

“Error Rate” means: (i) the total number of internal server
errors returned by Amazon S3 as error status “InternalError” or
“ServiceUnavailable” divided by (ii) the total number of requests during
that five minute period. We will calculate the Error Rate for each Amazon S3
account as a percentage for each five minute period in the monthly billing
cycle. The calculation of the number of internal server errors will not include
errors that arise directly or indirectly as a result of any of the Amazon S3

SLA Exclusions (as defined below).

E 1 EIREREAE 5 DAY S3 TBRIRSIERT, &M AEEIR" 5E " IR
SIEDTA BB . AWS 23384 S3 RUTE T 5 D TR J0fEHARENAE .

RDS #9 SLA #&i& [22]:

FIEHER - June 1, 2013
ARSI -

“‘“AWS will use commercially reasonable efforts to make Multi-AZ
instances available with a Monthly Uptime Percentage (defined below) of at
least 99.95% during any monthly billing cycle (the "Service Commitment").
In the event Amazon RDS does not meet the Monthly Uptime Percentage
commitment, you will be eligible to receive a Service Credit as described
below.”

7 : RDS piaEEFTBABRMRY 99.95% RS RIE .

WE#sd RDS A BAIENXWT

"Unavailable" means that all connection requests to the running Multi-AZ
instance fail during a 1 minute period.

Route 53 9 SLA[23]:

FEHER : May 24, 2011

BRSSHE
“AWS will use commercially reasonable efforts to make Amazon Route
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53 100% Available (defined below). In the event Amazon Route 53 does
not meet the foregoing commitment, you will be eligible to receive a Service
Credit as described below.”

T DNS fg%% Route 53 gUiFiE2ETF 100%RIRSZSFIE .
5T Route 53 100% s FMERIEN 0T
“100% Available” means that Amazon Route 53 did not fail to respond

to your DNS queries during a monthly billing cycle.”

iE : Route 53 =B BRVEM _EEHTRIEEBEMM DNS AJiEK
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4.4 Amazon AWS RS SHIAZE (2006-2013)

Amazon AWS B 2006 & 3 B 14 FFie S3 X{FF B 5540 2006 & 8 B 25
HAY EC2 55, 2008 & 8 BRI EBS fRZLLK , EHTIF 2RSS ER Mk . HPE
1 EC2, S3#1 EBS & . H¥WmE$ K 2 AERSHNFESEZN TN AT .

AWS FE2008 £ 2 B 16 H, AWSHI S3 A& =EMRESSNHSEIF S
AWS BIFIFHIBRSS Rl . Amazon B9 AWS BT 7id2IRE , HE4 B 88,
FraiE# AWS Service Health Dashboard, 8 XIRIZ AR EFIRS IR =4 .

Apr 14, 2008 Report an Issue
Current Status Details RSS
a Amazon Elastic Compute Cloud (AP1) Service is operating normally Eﬂ
O Amazon Elastic Compute Cloud (Instances) Service is operating normally 8
0 Amazon Flexible Payments Service Service is operating normaily (5]
Q Amazon Mechanical Turk (Requester) Senvice is operating normally
O Amazon Mechanical Turk (Worker) Senvice is operating normally B
&  Amazon SimpleDB Service is operating normaily (3]
Q Amazon Simple Storage Service (EU) Senvice is operating normally 5]
&  Amazon Simple Storage Senvice (US) Senvice is operating normally B
Q Amazon Simple Queue Service Senvice is operating normally B

RTRERS AWS ELHNERSNEMHM— P BIRIIZR , FHITIBEAANITIE .
1.2006 F481H

Amazon EHHE S3 FiEIkSFE—18, £2006 F4B81H,S3xESE
A [24].

0 -S3

EHIRE 406 58

EREE - AWS EIBAH S3 FAERN QISR EIREE . AR SENEBMNESR
AR, NfES S3 FEARSEN .
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Re: Http/1.1 Service Unavailable - Outage? & Reply
Posted by: [l Dave Barth & S

Posted on: Apr 4, 2006 5:38 PM
4 in response to: Dave Barth

Amazon S3 Customers,

Below is an update on the issues causing the Amazon S3 outage last Saturday evening, which we have
isolated and resolved.

We were taking the low-load Saturday as an opportunity to perform some maintenance on the storage
system, specifically on some very large (>100 million objects) buckets in order to obtain better load-balancing
characteristics. Normally this procedure is entirely transparent to users and bucket owners. In this case, the
re-balancing caused an internal transit link to become flooded, this cascaded into other network problems,
and the system was made unavailable.

We are taking several steps to ensure that we don't run into this situation again. We are modifying our
maintenance procedures, and are adding further monitoring to prevent the transit link from getting full. In

addition we are modifying the way that our system makes use of the network to prevent the cascading effect
we saw on Saturday.

Providing world-class reliability is our top priority for Amazon S3. We appreciate your patience, and hope to
surpass your expectations going forward.

-dave

2.2007 386 H

Amazon fJ EC2 REEH , BEERELTHIE . EC2 AP S1EINEEREE
RUIELE(ERD [25).

E=HEm  EC2

HHIRE 1 40

EtERRE  N/A

HIBHL : US-EASTH

Re: EC2 Outage? @ Reply

Posted by: ﬂ Attila@AWS

Posted on: Mar 6, 2007 10:08 AM
4 in response to: Anupam Singhal

Today a number of EC2 instances experienced a partial network outage starting at 01:05 PST. At 01:45 PST,
full network functionality was restored to the vast majority of impacted instances.

This partial network outage was caused by a system software upgrade which disabled network connectivity
for some instances.

We have taken steps to ensure that this specific problem during upgrades will no longer happen, including
modifications to the gated steps we use to promote software to full production.

We apologize for any inconvenience that this has caused.

Sincerely,
EC2 Team
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Amazon BJ EC2 REFE , BEZEREKRTHIE . EC2 AP SIEINREHEE
A9f=LEfE A [26].

FHsm  EC2

EIRE : 463 D

FHAERE © Amazon B9 AWS BIRARIEEREZ AWS RI—LEIERMEIRINRE
SHT-LEFRIEMTIRS . SITATHEREN AWS [RSHZE ,AWS HBA
TERERZLET EC2 RUETE API I8

HIEFO 256

Re: EC2 API outage R Reply
Posted by: E Peter@AWS

Posted on: Sep 29, 2007 12:04 PM
# in response to: mediawonder

This is an update on the EC2 issues experienced today. A software deployment caused our management
software to erroneously terminate a small number of user’s instances. When our monitoring detected this
issue, the EC2 management software and APIs were disabled to prevent further terminations. Once we
corrected the problem, we restored the management software,

We will contact users that lost instances directly by email. At this point, the service is fully functional, and
you should be able to launch replacement instances immediately.

While we have corrected the immediate bug, we are also adding additional checks to prevent this sort of issue
from recurring in the future.

We are aware of the following outstanding issues which we are working to resolve now:

1/ Some instances may get stuck in the "shutting down" state until we have completed our clean-up. These
instances will not be billed and will be fully terminated shortly.

2/ Some instances will not show their launch indexes in describe-instances API.

We will keep you posted as we resolve these remaining issues.

To address a few of the guestions posed on this thread:

The availability of the EC2 APIs is very important and it remains our goal to keep them highly available. We
believe disabling the management software was the correct decision because of the risk to running
instances. This is not a decision we take lightly, and we will work to avoid having to make this choice in the
future.

There was ne correlation between the instance terminations, so users with redundancy built into their
instance deployments would have been better able to deal with the terminations. We also understand that
failure isolation is very important and we are hard at work on additional functionality to help with this.

Please let us know if you experience any unexpected behavior,
The Amazon EC2 Team

4.2008 28 15 H
X2 Amazon B MINFINIBRAISE R EAREH . BIMERAIBESIN T

FA SR NEAIEEAPARMER . FEEZESET Amazon RENERSEIAE
RS EFIEBK [27].
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EHIRE : 198 Hh

EHRRE . S3 IRSFEFANAILE (Authentication) BRSS To A& S s SAHIAER
ROBRSSIERK , NMSEL S3 RFEs .

HiEF0 : 25

“ For one of our services, the Amazon Simple Storage Service, one of our
three geographic locations was unreachable for approximately two hours
and was back to operating at over 99% of normal performance before 7
a.m. pst. We've been operating this service for two years and we're
proud of our uptime track record. Any amount of downtime is
unacceptable and we won't be satisfied until it's perfect. We've been
communicating with our customers all morning via our support forums
and will be providing additional information as soon as we have it.

Early this morning, at 3:30am PST, we started seeing elevated levels of authenticated requests from
multiple users in one of our locations. While we carefully monitor our overall request volumes and these
remained within normal ranges, we had not been monitoring the proportion of authenticated requests.
Importantly, these cryptographic requests consume more resources per call than other request types.

Shortly before 4:00am PST, we began to see several other users significantly increase their volume of
authenticated calls. The last of these pushed the authentication service over its maximum capacity
before we could complete putting new capacity in place. In addition to processing authenticated
requests, the authentication service also performs account validation on every request Amazon S3
handles. This caused Amazon S3 to be unabie to process any requests in that location, beginning at
4:31am PST. By 6:48am PST, we had moved enough capacity online to resolve the issue,

As we said earfier today, though we're proud of our uptime track record over the past two years with
this service, any amount of downtime is unacceptable. As part of the post mortem for this event, we
have identified a set of short-term actions as well as longer term improvements. We are taking
immediate action on the following: (a) improving our monitoring of the proportion of authenticated
requests; (b) further increasing our authentication service capacity; and (c) adding additional defensive
measures around the authenticated calls. Additionally, we've begun work on a service health
dashboard, and expect to release that shortly.

Sincerely, The Amazon Web Services Team
5. 2008 6 H5H

Amazon EFREBFHERIAEUIEFROERIEZRE . SEIZXERI—L EC2 RS
= [28].

EEE  FE
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Brief Outage for Amazon Web Services

By: Rich Miller Like |0
June Sth, 2008 BiLike wiweet -1 [{snee (EEED

Some web services on Amazon's utility computing platform were briefly
disrupted Wednesday afternoon as severe weather caused a power outage near
one of the company's data center facilities. At 3:30 pm Eastern time, Amazon
said it was “experiencing severe weather near one of our Amazon Web Services
locations.” A half-hour later the company indicated that the data center had lost
grid power, saying that “during the transition to backup generator power, we had
a small number of EC2 instances in a single Availability Zone shut themselves
down.” The instances were restarted quickly, the company said.

Amazon (AMZN) did not identify the location of the data center, but the outage
occurred at roughly the same time that severe thunderstorms caused extensive
damage in northern Virginia. Amazon has a large data center in Ashburn,
Virginia.

6. 2008 6 56 H

BETF Amazon ZBHIN EZEW S RASY . TEE2EZENREWS B
AWS AE&BLEISE [29].

I Amazon [EENOREHIFHEUELBE . L2k HEIE‘tii]A%at
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EHIRE 159 o4

B
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(Crecdt: Keynote Systems)

7. 2008 F 7R 20H

SIBREKEERENEN . WEEENEZAZEIZN , f120 TwitterTwitter fr
BHEGER LEZFHE Amazon B9 S3 R E [30].

FHE - S3

EHIRE : 498 S

EHEERE | SS RSB BZEIEFIEERAUE , NTSEL S3 RSSETIELIRE
AIARFRYRSSIEK . BRS Amazon tFIA EC2 HIIRStEEEITHIN . BLEFIIE
PNTEIETT . B4, Simple Queue Service (SQS) RIRRSZ BT hEFIARHT .

HiERL 2

Amazon S$3 Availability Event: July 20, 2008

We wanted to provide some additional detail about the problem we experienced on Sunday, July 20th.

Al 8:40am PDT, error rates in all Amazon S3 datacenters began 1o Qlllddy climb and our alarms went off. By 8:50am PDT, error
rates were significantly elevated and very few n were fully. By 8:55am PDT, we had multiple engineers
engaged and investigating the issue. Our alarms pointed at q in multiple places within the
system and across multiple data centers. While we began mvesligannl several possible causes, we tried 10 restore system health
by taking several actions to reduce system load. We reduced system load in several stages, but it had no impact on restoring
system health.

At9:41am PDT, we determined that servers within Amazon S3 were having problems communicating with each other. As
background information, Amazon S3 uses a gossip protocol to quickly spread server state information throughout the system. This
allows Amazon S3 to quickly route around failed or unreachable servers, among other things. When one server connects to
another as part of processing a customer's request, it starts by gossiping about the system state. Only after gossip is completed
will the server send along the information related to the customer request. On Sunday, we saw a large number of servers that
were spending almost all of their time gossiping and a disproportionate amount of servers that had failed while gossiping. With a
large number of servers gossiping and failing while gossiping, Amazon S3 wasn' able to successfully process many customer
requests.

Al 10:32am PDT, after exploring several options, we determined that we needed to shut down all communication between
Amazon S3 servers, shut down all components used for request processing, clear the system's state, and then reactivate the
request processing components. By 11:05am PDT, all server-to-server commi N was stop request pr

components shut down, and the system's state cleared. By 2:20pm PDT, we'd restored internal communication between all
Amazon 53 servers and began reactivating request p 1g components concurrently in both the US and EU.

At2:57pm PDT, Amazon S3's EU i began SL ing customer The EU location came back online
before the US because there are fewer servers in the EU. By 3:10pm PDT request rates and error rates in the EU had returned to
normal. At 4:02pm PDT, Amazon S3's US| jon began st req and request rates and error
rates had returned to normal by 4:58pm PDT.
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HIEFL 1 US-EAST
Lightning Strike Triggers Amazon EC2 Outage
e S o =

Some customers of Amazon's EC2 cloud computing service were offline for more
than four hours Wednesday night after an electrical storm damaged power
equipment at one of the company's data centers. The problems began at about
6:30 pm Pacific time, and most affected customers were back online by 11 p.m.,
according to Amazon's status dashboard. The company said the outage was
limited to s in one of A 's four zones in the U.S.

“A lightning storm caused damage to a single Power Distribution Unit (PDU) in a
single Availability Zone, the company reported. “While most instances were
unaffected, a set of racks does not currently have power, so the instances on
those racks are down. We have technicians on site, and we are working to
replace the affected PDU.”

9.2009 % 78 19H
AWS ) EC2 K4 MBEREH S [32].

EHEm : EC2
E=HIRE 1 89 4
EHERE . N/A
#iEH) : US-EAST

Outage for Amazon Web Services

By: Rich Miller o
July 19th, 2009 LEE wiweet -1 [snere [EEED

Amazon's cloud computing services have experienced performance problems this
afternoon, with multiple services affected. There are also numerous reports of
users briefly being unable to access the main Amazon.com retail site.

Amazon's Service Health Dashboard showed problems on the EC2 computing
cloud in the US. “We detected a period of elevated packet loss from 12:31 PM
PODT to 12:46 PM PDT in a single Availability Zone,” Amazon reported. “We are
continuing to monitor the situation.” The dashboard also showed elevated error
rates on its Amazon’s CloudFront CDN, SimpleDB database service and
Mechanical Turk fr marketpi The ime was also confirmed by
maonitoring services CloudStatus and enStratus, which both show the Amazon
services available again as of 2 pm Pacific.
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The outage is the second in a month for Amazon Web Services, following a June

11 incident in which a lightning strike damaged power equipment at one of the
company's data centers, disrupting service for some AWS customers. Today's

problems come at a time of growing scrutiny of the r ility of cloud cor ']
providers. EC2 previously experienced extended outages in February 2008 and
October 2007.

10. 2009 F£10 B 5 H

Bitoucket 28] (—MELFHRMBRSZ AT ) £ AWS ERNVSFEN 19 P
A [33].

= EC2, EBS
EHIRE 1 1140 SR
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DDoS attack against Bitbucket darkens Amazon cloud

At least 16 hours elapsed before Amazon acknowledged nature of attack, says Bitbucket
By Paul MciNamara on Mon, 10/0509 - 8:53am

52 Comments () Print m-‘.‘ u_q.n & HAuke 1 -

A crippling DDoS attack over the weekend against open-source hosting service Bitbucket
and Amazon's EC2 service has questions being raised about the speed and effectiveness

of Amazon's response to the emergency, as well as the general reliability of cloud
services.

Bottom line for Bitbucket? They're considering switching to a different provider, several of
whom were "concerned” enough to offer their services while Bitbucket and Amazon
struggled to stem the tide. Bitbucket has aimost 19,000 users.

I've requested comment from Amazon's public relations department. (Update: Amazon

reply below.)

From a Bitbucket blog pos! yesterday by Jesper Noehr;
As many of you are well aware, we've been experiencing some serious downtime the
past couple of days. Starting Friday evening, our network storage became virtually
unavailable to us, and the site crawled to a halt.

We're hosting everything on Amazon EC2, aka. "the cloud”, and we're also using their
EBS service for storage of everything from our database, logfiles, and user data
(repositories.)
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Brief Power Outage for Amazon Data Center

By: Rich Miller Like |1 -
December 10th, 2009 o W Tweet 3 1 [ share

Amazon Web Services experienced an outage in one of the East Coast
availability zones for its EC2 service early Wednesday due to power problems in a
data center in northern Virginia. Failures in a power distribution unit (PDU)
resulted in some servers in the data center losing power for about 45 minutes. It
took several more hours to get customer instances back online, with all but a
“small number” of instances restored within five hours.

“This incident impacted a subset of instances in a single Availability Zone," said
Amazon spokesperson kay Kinton, “Most of that subset of instances were back
online in 45 minutes.”

The issues started at 4 am East Coast time Wednesday, and affected one of the
three availability zones in Amazon's East Coast operation. The zones are

designed to provide redundancy for developers by allowing them to deploy apps
across several zones.

12.2009 F£12 B 23 H

AWS H9 DNS RSSHILERR , FTikimie) [35].
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Re: Amazon DNS outage? R Reply

Posted by: KC
Posted on: Dec 23, 2009 5:28 PM
4 in response to: KC

replying to myself...

a source says this is an ultradns problem affecting primarily west coast.

Re: Amazon DNS outage? @R Reply
Posted by: ﬂ Jason@AWS

Posted on: Dec 23, 2009 6:46 PM
4 in response to: KC

We have been tracking an issue and have posted regarding this on the Service Health Dashboard:
http:/fstatus.aws.amazon.com

13.2010F 58 4H

AWS {9 EC2 BZHBIRSEH . MR T— MR ORIES BF . BEoBRE
7 EBS #UE [36].
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EHRRE  RARARDRERRFASRIERIR .
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Summary: Amazon EC2 experienced a power outage due to
data center technicians shifting power to a new substation

Number Affected: Unknown

Reported Date: 2010-05-
Organization: Amazon Web Services - 03 o
» Affected Service: Amazon Elastic Compute Cloud
(Amazon EC2) Incident 4 hours

Duration:
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Summary: Amazon EC2 experienced a power outage due to a
human error causing the back-up generator to lose power

Number Affected: Unknown
Organization: Amazon Web Services
+ Affected Service: Amazon Elastic Compute Cloud
(Amazon EC2) Incident 55
Duration: minutes

Reported Date: 2010-05-
04

15.2010F 58 8H

AWS BY EC2 BZHIREH . MR T—MNEIEF OIS BRI EC2 /0
EBS 55 [38].
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Amazon Addresses EC2 Power Outages
By: Rich Miller May 10th, 2010

23 0

Fllike W Tweet

0 2 [ & Print |

Amazon Web Services says it is making changes in its data centers to address
a series of power outages |last week that atfected some users of its EC2 cloud
computing service. Amazon EC2 experienced two power outages on May 4 and
an extended power loss early on Saturday, May 8. In each case, a group of users
in a single availability zone lost service, while the majority of EC2 users remained
unaffected.

“As a result of the recent power events, we are working on non-intrusive changes
to our power distribution architecture to significantly reduce the number of
instances that can be affected by failures like we have seen in the last week,”
Amazon said Sunday in an incident report on its status dashboard. “This work is
under way and will be carefully performed over the coming months throughout
our datacenters.”

Seven-Hour Qutage

Saturday's outage began at about 12:20 a.m. and lasted until 7:20 a.m., and
affected a “set of racks,” according to Amazon, which said the bulk of
customers in its U.5. East availability zone remained unaffected.

16. 2010 5813 H
AWS 19 EC2 = ESEH . XEE Amazon £ 5 B 1 BPEL: 4 BT
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Car Crash Triggers Amazon Power Outage
By: Rich Miller May 13th, 2010

35 0
Fllike W Tweet
0 m [ & print |
21 [ snare

Amazon's ECZ cloud computing service suffered its fourth power outage in a
week on Tuesday, with some customers in its US East Region losing service for
about an hour. The incident was triggered when a vehicle crashed into a utility
pole near one of the company's data centers, and a transfer switch failed to
properly manage the shift from utility power to the facility’s generators.

Amazon Web Services said a “small number of instances” on EC2 lost service at
12:05 p.m. Pacific time Tuesday, with most of the interrupted apps recovering
by 1:08 p.m. The incident affected a different Availability Zone than the ones
that experienced three power outages last week.

The sequence of events was reminiscent of a 2007 incident in which a truck
struck a utility pole near a Rackspace data center in Dallas, taking out a
transformer. The outage triggered a thermal event when chillers struggled to
restart during multiple utility power interruptions.

17.2010 6 B 27 H
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Amazon.com experiences hours-
long outage

Online retailer experiences an unusually long outage that frustrates
customers by displaying blank product pages and empty shopping

carts.
by Declan McCullagh ne 29, 2010 7:23 PM PDT
W Foliow
El v =1 = 24 ¢ More + Comments -~ ©
M
amazoncom L
v Ao ks s e & i s e "
s & — | B — —r ——— RN
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Amazon (7 FRERRY EC2 USA-EAST-1 g9HUEHR OS], . EC2 [RE=RIE
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Number Affected: Unknown 2
Reported Date:
Organization: Amazon We fice ggmw
« Affected Service: Ama

(Amazon EC2) e - Occurred Date: 2010-09-
28

Incident 1 hour
Duration:

19. 2010 108 1H
CloudFront fgs5 =188 [42].

54



E#E0 - CloudFront 35 AP &R BT
EHIRE : 45 9S%h
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iR US-EAST-1

Summary: CloudFront API Experiences Increased Latency

Number Affected: Unknown

Reported Date: -
Organization: Amazon Web Services ot

« Affected Service: Amazon CloudFront Occurred Date:  2010-10-01

Incident Duration: 45 minutes

20.2010 10 B8 H
EC2 Br55=M [43] .

FHs20m : CloudFront Auto—-Scaling Triggers Fail
EHIRE  NJA
EHERTE  N/A
IR REA

Summary: CloudFront Auto-Scaling Triggers Fail

Number Affected: Unknown

Re -10-
Organization: Amazon Web Services ported ' 2010-10

Date: (8

» Affected Service: Amazon Elastic Compute Cloud (Amazon
EC2) Occurred 2010-10-
Date: (8

21.2010F10 812 H
EBS RS MERE T EEFE [44].

EHEN0  REAEIEHORY EBS IRSBHILEEIER .
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FHIRE : N/A
SRR © N/A

Summary: Amazon ESB Experiences Performance Latencies

Number Affected: Unknown 2010-10-
Organization: Amazon Web Services 12

« Affected Service: Amazon Elastic Block Store (Amazon
EBS) 2010-10-
12

RO RAD

22.2010F 105 26 H

FREPEUIESD EC2 HIEEE )RR [45].

FEN | FREEIEFOR) EBS IRSHIMEZERT .
EHRE 4500 SR

SRR © N/A

R : US-EAST-1

Summary: EC2 US East Region Outage

Number Affected: Unknown
Re Date: -10-
Organization: Amazon Web Services ported 2010-10-26

» Affected Service: Amazon Elastic Compute Cloud Occurred Date: 2010-10-26
(Amazon EC2)

Incident 3 days and 3
Duration: hours

23.2010 10 5 28 H

FREREE-O EC2 API HELERZDIRR [46].

SHS | FIEREIETORI EC2 HILEZEIR .
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EHAERE : SSLIEBUU IS EC2 API HHIR .
e+ US-WEST-1

Summary: Expired SSL Cert Cause API Failures

Number Affected: Unknown 2010-10-

s tae i ol : 28

« Affected Service: Amazon Elastic Compute Cloud (Amazon
EC2) 2010-10-
z |28

24. 201011 B 1H
Amazon fERGMBEIRSORI EC2 1 EBS RSB S [47].

Eigsm - EC2 71 EBS APl RBEHEIEENSEIRE .
SHIE N/A

EHERRE  N/A

HiEL  EU-WEST-1

Summary: Amazon Web Services EC2 API Outage

Number Affected: Unknown 2010-11-

Organization: Amazon Web Services 01
« Affected Service: Amazon Elastic Compute Cloud (Amazon

EC2) 2010-11-
« Affected Service: Amazon Elastic Block Store (Amazon EBS) 01

25.2010F 12 812 H
Amazon ERGMAVEE XIS (www DOT amazon DOT com) =41, [48].

=i EC2 1 EBS AP IRSEIBENSHEIRE .
FEIRE 115 D
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EHERE BRSO EC2 AP A THHEIRE .
g EU-WESTH
Summary: Amazon.com websites in Europe suffered an outage

for more than half an hour due to a hardware failure in its
European data center network.

Number Affected: Unknown
Organization: Amazon
» Affected Service: Amazon.com

Reported Date: 2010-12-12

26.20MF 2R 26 H
AR — M EUEORY EC2 X2 AARSS [49].

Bt EC2

EHIRE 484 5

EHERRR | MBS

iR+ - US-EAST-1

Re: Partial Power/Network outage on us-east-1b ? R Reply

Posted by: ﬂ Luke@AWS

Posted on: Feb 26, 2011 8:24 AM
# in response to: cznuvol

cznuvol,
The event is resolved at this time and the hardware on which your instance resides is in an optimal state. I'm

unable to make a connection to this instance, do you have a firewall running besides your current security
group settings that may be permitting cutside access?

271.20MF 48218

AWS BZE| TEELIRE RN —RENEH . REB—PEIEFH ORI EC2
1 RDS [RFBE=AEEMALIRMIRS . ERAMBRTLRSEUW, flan, 220
foursquare £ [50].

HiEm : EC2

RS : 5170 S
Ei R | EBS FRFERSH EC2 RBEEAN -
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Summary of the Amazon EC2 and Amazon RDS Service Disruption in the US East Region

April 29, 2011

Now that we have fully restored functionality to all affected services, we would like to share more details with our customers about the
events that occurred with the Amazon Elastic Compute Cloud ("EC2”) last week, our efforts to restore the services, and what we are doing
to prevent this sort of issue from happening again. We are very aware that many of our customers were significantly impacted by this
event, and as with any significant service issue, our intention is to share the details of what happened and how we will improve the service
for our customers.

The issues affecting EC2 customers last week primarily involved a subset of the Amazon Elastic Block Store (“"EBS") volumes in a single
Availability Zone within the US East Region that became unable to service read and write operations. In this document, we will refer to
these as “stuck” volumes. This caused instances trying to use these affected volumes to also get “stuck” when they attempted to read or
write to them. In order to restore these volumes and stabilize the EBS cluster in that Availability Zone, we disabled all control APIs (e.g.
Create Volume, Attach Volume, Detach Volume, and Create Snapshot) for EBS in the affected Availability Zone for much of the duration of
the event. For two periods during the first day of the issue, the degraded EBS cluster affected the EBS APIs and caused high error rates and
latencies for EBS calls to these APIs across the entire US East Region. As with any complicated operational issue, this one was caused by
several root causes interacting with one another and therefore gives us many opportunities to protect the service against any similar event
reoccurring.

HOEH(  US-EAST-1
¥ :Amazon laaS EBS FRESEXAEN G, XS . EBS AT A&
MK T RFZRIE 2, L2 2 Amazon laaS BRAE 21T, 20k .

28.20MEFE8H7H

AWS FEET)N
EgthEiR [51].

ZRZMHREFOEBEES . BES[EKNMSEEEFORIESD

Etsm : EC2, EBS
EIRE 1180 £
EHRRE BRI
i : EU-WEST

occnueq pege:  S0TT-08-0)

Odsursapiou:

WNWPEL YUSCISq: UKIOMU B eeq D | S011-06-0

[V
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AWS EEEREILHEERTIMNEIEFT ORESTSEG . T IFZE2NEEL
MATIHIEERS , EhE4E Reddit, Quora, Netflix #1 FourSquare £ [52].

EEm - EC2, EBS
EMIRE 25 Hfh
IR . WEHE
iRty : US-EAST-1

Down Goes The Internet... Again. Amazon EC2
Outage Takes Down Foursquare, Instagram,
Quora, Reddit, Etc

ﬂ MG SIEGLER ¥

Monday, August 8th, 2011 104 Comments

EEE Amazon ec2 is down... Again Are you trying to use the web right now? Just
WE ok stop. It's largely broken.
[ 7C Tips | ge

K3 EngineYard is down.... AGAINI As indicated by about 20 tips in the last few

minutes and pretty much all of Twitter,
EEZN Amazon EC2 down again, taking the web witl Amazon's EC2 service appears to be down.
EEES) #AWS goes down along with @Fab @Quora, That means services like Reddit, Heroku,
Foursquare, Instagram, Fab, Quora,
Turntable.fm, Netflix and many, many others
are down.

EEEE3 AWS Down!

If this sounds familiar, it's because it just
happened this past April. So far, it looks like the outage has been going on for about 30
minutes.

Update: It looks like the outage may be isolated to EAST-1, so not all of EC2. Still, all of the
companies above and hundreds of others are clearly affected right now.

Update 2: And after roughly 40 minutes of downtime, the Internet appears to be coming back online.
Amazon's status site confirms that it's being resolved.

30.20MFE1M B 26 H

AWS FERUMNAYEHRSO DNS BRSE4AHEE , S5 ELB, Route 53
ERSZHFMW [53].

St ELB, Route 53

EMIRE 7 D
FHRE : DNS
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AWS fEEEFRERRIEIRE U ESHISEM [54].

EHEm  EC2, EBS

FHIRE 15 D

FHRE . KA

HigFD \US-WEST-1
AWS - Second Outage This Week - Why? & Reply
Posted by: gf endertech

Posted on: Feb 17, 2012 1:12 PM

& ebs , ec2 , aws , outage

3’!_;T‘nis question is not answered. Helpful answers available: 2. Correct answers available: 1.

This afternoon is the second occurrence of AWS North California region experiencing an outage.

First: Feb 16th @ 2:30am - about 10-15min down
Second: Feb 17th @ 11:50am - about 10-15min down

This being the same exact kind of outage for a second time this week I think we're due for an explanation as
to why exactly connectivity was impaired to EC2 instances and why EBS volumes became degraded. Why?

@ Replies: 9 | Pages: 1 - Last Post: Mar 14, 2012 2:38 PM by: endertech

32. 2012 2817 H
AWS TEEEFERRIEIEFR ORESHIEMH [55].

EHEm  EC2, EBS

FHIRE 15 D

FHRE . KA

HiEFL US-WEST-1
AWS - Second Outage This Week - Why? % Reply
Posted by: g§ endertech

Posted on: Feb 17, 2012 1:12 PM
& ebs, ec2 , aws , outage

3‘1,-This question is not answered. Helpful answers available: 2. Correct ilable: 1.

This afternoon is the second occurrence of AWS North California region experiencing an outage.

First: Feb 16th @ 2:30am - about 10-15min down
Second: Feb 17th @ 11:50am - about 10-15min down

This being the same exact kind of outage for a second time this week I think we're due for an explanation as
to why exactly connectivity was impaired to EC2 instances and why EBS volumes became degraded. Why?

@ Replies: 9 | Pages: 1 - Last Post: Mar 14, 2012 2:38 PM by: endertech

61



62

33.20124% 35 8H
AWS TEEEFERRIEIE - DA EREM [56].

= EC2, EBS
EHIRE 38 o

ES S S A
i :US-WEST-1

Re: AWS - Second Outage This Week - Why? @ Reply
Posted by: ﬂMatﬂ@AWS

Posted on: Mar 8, 2012 4:59 PM
# in response to: swong-aws

Hello,

We are currently investigating issues in this region. We have updated the status on
http://status.aws.amazon.com/ with the following:

"4:51 PM PST We are investigating connectivity issues for EC2 in the US-WEST-1 Region."
Please keep an eye on the status for more information.
Best,

Matt ]

34.2012F 6 B13 H

AWS 35

RESHIEIRP DR ESIEM [57].

EEm  EC2, EBS

EWIRE : 974 D

EHERE . SimpleDB fRFIEHIESSHEAT .
iRl - US-EAST

Summary of the Amazon SimpleDB Service Disruption

We wanted to share what we've learned from our investigation of the June 13 SimpleDB disruption in the US East Region. The service was
unavailable to all API calls (except a fraction of the eventually consistent read calls) from 9:16 PM to 11:16 PM (PDT). From 11:16 PM to
1:30 AM, we continued to have elevated error rates for CreateDomain and DeleteDomain API calls.

SimpleDB is a distributed datastore that replicates customer data across multiple data centers. The service employs servers in various
roles. Some servers are responsible for the storage of user data ("storage nodes”), with each customer Domain replicated across a group of
storage nodes. Other nodes store metadata about each customer Domain ("metadata nodes™), such as which storage nodes it is located on.
SimpleDB uses an internal lock service to determine which set of nodes are responsible for a given Domain. This lock service itself is
replicated across multiple data centers. Each node handshakes with the lock service pericdically to verify it still has responsibility for the
data or metadata it hosts.

In this event, multiple storage nodes became unavailable simultaneously in a single data center (after power was lost to the servers on
which these nodes lived). While SimpleDB can handle muitiple simultaneous node failures, and has successfully endured larger
infrastructure failures in the past without incident, the server failure pattern in this event resulted in a sudden and significant increase in
load on the lock service as it rapidly de-registered the failed storage nodes from their i i groups. This
volume resulted in elevated handshake latencies between healthy SimpleDB nodes and the lock service, and the nodes were not able to
their prior to a set timeout” value. After several handshake retries and subsequent timeouts,
SimpleDB storage and metadata nodes removed themselves from the SimpleDB production cluster, and SimpleDB API requests returned
error messages (http response code 500 for server-side error). The affected storage nodes were not able to rejoin the SimpleDB cluster and
serve API requests until receiving authorization to rejoin from metadata nodes. This process ensures that we do not allow a node with stale
data to join the production cluster accidentally and start serving customer requests. However, in this case the metadata nodes were also
down due to the same handshake timeout issue, and therefore could not authenticate the storage nodes.
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AWS TEEEFRA LSRR R ESHEH (58]

Eigem : EC2, EBS
EHIRE 240 5§
SHARRR . BIRNE
#iEHL : US-EAST-1

& AwS Elastic Beanstalk (N. Virginia)

@  AwS ImporvExpon

& AWS Management Console

[RESOLVED] Delays launching EC2 instances in the
US-East-1region
less &

amazon_outage_640 WFDT\““M

experiencing issue:

EC2 instances in the US-EAST- 1n¢m
New emvironment creations and updales are being
delayed. Emironments that transitoned 1o red are
being delayed retuming 1o green
1108 PM POT We continue to bring the afecled
Instances back online
Jun 15,103 AM PDT We are confinuing 1o bring the
fow remaining afected single-AZ enaronments
onkine These remaining environments should be
recovered within the next hour. A small number of

1 #

-l.wl'n-ia!imlmn
Jun 15, 319 AM PDT From 8:40 PM POT to 2.00 AM
PDT, we ) launch

and update tmes. We have recovered the single-AZ
environments affected by the power loss event There
was no impact 1o mult-AZ environments. The issue

is resolved and the service is operabing normally
L

Senrace is operating normaily

Serace is

36.2012F6 829 H

AWS EEEFRHILBESTRILNHEF OB
20 [59].
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Friday Night, Taking Netflix,
Instagram And Pinterest With It

& E A A4 4 A A 43comments, 16 called-out = + Comment Now + Follow Comments

Netflix W Follow A~
Netflixhelps

We're aware that some members are
experiencing issues streaming movies and
TV shows. We’re working to resolve the
problem.

4~ Reply T3 Retweet W Favorite

!:T..EETE ."BU.O

Embed this Tweet

As of 11:21 PM EST Amazon'’s Elastic Compute Cloud in North Virginia went
down, due to severe thunder storms in the area. Ihgﬂaahmgmn_?_qs_t reports
torrential rains, “scary winds,” lightning and massive power outages in the
D.C. area.

Summary of the AWS Service Event in the US East Region

July 2, 2012

We'd like to share more about the service disruption which occurred last Friday night, June 29th, in one of our Availability Zones in the US
East-1 Region. The event was triggered during a large scale electrical storm which swept through the Northern Virginia area. We regret the
problems experienced by c affected by the ption and, in addition to giving more detail, also wanted to provide information on
actions we'll be taking to mitigate these issues in the future.

Our US East-1 Region consists of more than 10 datacenters structured into multiple Zones. Thase Zones are in
distinct physical locations and are engineered to Isolate failure from each other. Last Friday, due to weather warnings of the approaching
storm, all change activity in the US East-1 Region had been cancelled and extra personnel had been called into the datacenters for the
evening.

On Friday night, as the storm progressed, several US East-1 datacenters in Availability Zones which would remain unaffected by events that
evening saw utility power fluctuations. Backup systems in those datacenters responded as designed, resulting in no loss of power or
customer impact. At 7:24pm PDT, a large voltage spike was experienced by the electrical switching equipment in two of the US East-1
datacenters supporting a single Avallability Zone. All utility electrical switches in both datacenters initiated transfer to generator power. In
one of the , the transfer without incident. In the other, the generators started successfully, but each generator
independently failed to provide stable voltage as they were brought into service. As a result, the generators did not pick up the load and
servers operated without interruption during this period on the Uninterruptable Power Supply ("UPS®) units. Shortly thereafter, utility power
was restored and our datacenter personnel transferred the datacenter back to utility power. The utility power in the Region failed a second
time at 7:57pm PDT. Again, all rooms of this one facility failed to successfully transfer to generator power while all of our other datacenters
in the Region continued to operate without customer impact.

37.Oct 22, 2012

AWS fEEEFREMILHERIAIEIET OFRAE EBS FRAEENHH [60].
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Amazon Web Services Outage Caused By
Memory Leak And Failure In Monitoring Alarm

- ALEX WILLIAMS ¥

Saturday, October 27th, 2012 27 Comments

A memory leak and a failed monitoring system caused the Amazon Web
AMAZON  soryices outage on Monday that took out Reddit and other major services.

According to a post Friday night, AWS explained that the problem arose

after a simple replacement of a data collection server. After installation, the
server did not propagate its DNS address correctly and so a fraction of servers did not get the
message. Those servers kept trying to reach the server, which led to a memory leak that then went
out of control due to the failure of an internal monitoring alarm. Eventually the system ground to a
virtual stop and millions of customers felt the pain.

AWS:

ii By Monday morning, the rate of memory loss became quite high and
consumed enough memory on the affected storage servers that they
were unable to keep up with normal request handling processes.

The failure in its North Virginia region eventually interrupted Reddit, Foursquare, Minecraft, Heroku,
GitHub, imgur, Pocket, HipChat, Coursera and a number of others.

]
*amazon R —

"8 webservices

AWS Products & Solutions + AWS Product Information B Developers v  Support =

Summary of the October 22,2012 AWS Service Event in the US-East Region

We'd like to share more about the service event that occurred on Monday, October 22nd in the US- East Region. We have now completed the
analysis of the events that affected AWS customers, and we want to describe what our ing of how were
affected, and what we are doing to prevent a similar issue from occurring in the future.

The Primary Event and the Impact to Amazon Elastic Block Store (EBS) and Amazon Elastic
Compute Cloud (EC2)

At 10:00AM PDT Monday, a small number of Amazon Elastic Block Store (EBS) volumes in one of our five Availability Zones in the US-East
Region began seeing degraded performance, and in some cases, became “stuck” (i.e. unable to process further [/O requests). The root
cause of the problem was a latent bug in an operational data collection agent that runs on the EBS storage servers. Each EBS storage server
has an agent that contacts a set of data collection servers and reports information that is used for fleet maintenance. The data collected
with this system Is important, but the collection is not time- sensitive and the system Is designed to be tolerant of late or missing data. Last
week, one of the data collection servers in the affected Availability Zone had a hardware failure and was replaced. As part of replacing that
server, a DNS record was updated to remove the failed server and add the replacement server. While not noticed at the time, the DNS
update did not successfully propagate to all of the internal DNS servers, and as a result, a fraction of the storage servers did not get the
updated server address and continued to attempt to contact the failed data collection server. Because of the design of the data collection
service (which is tolerant to missing data), this did not cause any immediate issues or set off any alarms. However, this inability to contact
a data collection server triggered a latent memory leak bug in the reporting agent on the storage servers. Rather than gracefully deal with

the failed ion, the agent conti trying to contact the collection server in a way that slowly consumed system memory.
While we monitor aggregate memory consumption on each EBS Server, our monitoring failed to alarm on this memory leak. EBS Servers
generally make very dynamic use of all of their memory for data, making it difficult to set accurate alarms on
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Updated: Netflix Crippled On Christmas Eve By
AWS Outages

u CATHERINE SHU ¥

Monday, December 24th, 2012 234 Comments

‘Twas the night before Christmas, when all
through the house, not a creature was stirring,

not even those in the lighthearted holiday fare
you were planning to watch on Netflix, which
has been down since 1pm PST for some

customers, Netflix confirmed the outage with a
tweet on its official channel, though Netflix
Cloud Architect Adrian Cockcroft said on
Twitter that the service is still working on some

devices.

'_“ amazon @ My Account/ Console ¥ English v

AWS Products & Solutions AWS Product Information w B Developers v Support ¥

Summary of the December 24, 2012 Amazon ELB Service Event in the US-East Region

‘We would like to share more details with our customers about the event that occurred with the Amazon Elastic Load Balancing Service
(“ELB") earlier this week in the US-East Region. While the service disruption only affected applications using the ELB service (and only a
fraction of the ELB load balancers were affected), the impacted load balancers saw significant impact for a prolonged period of time.

The service disruption began at 12:24 PM PST on December 24th when a portion of the ELB state data was logically deleted. This data is
used and maintained by the ELB control plane te manage the configuration of the ELB load balancers in the region (for example tracking all
the backend hosts to which traffic should be routed by each load balancer). The data was deleted by 2 maintenance process that was
inadvertently run against the preduction ELB state data. This process was run by one of a very small number of developers whe have access
to this production environment. Unfortunately, the developer did not realize the mistake at the time. After this data was deleted, the ELB
control plane began experiencing high latency and error rates for API calls to manage ELB load balancers. In this initial part of the service
disruption, there was no impact to the request handling functionality of running ELB load balancers because the missing ELB state data was
not integral to the basic operation of running load balancers.
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Amazon.com website briefly offline, hackers
claim credit

@, www.amazon.com

€« - C A [ www.amazon.com

Hittp/1.1 Service Unavailable

40.2013F 6 516 H

AWS pgEB DNS fREREEIR [63).

Fitg50 : DNS

EHIRE 13 o

HitERE . DNS

g US-EAST-1
Re: DNS outage in one AZ @R Reply
Posted by: Gl Matl@AWS

Hello,

This was related to an event that was posted on the AWS Status Health page at status.aws.amazon.com that
read:

3:42 PM PDT We are investigating DNS resolution issues in the US-EAST-1 Region
3:56 PM PDT From 3:08PM to 3:39PM PDT in the US-EAST-1 Region some EC2 instances could not resolve
internal EC2 instance DNS names. The issue has been resolved and the service is operating normally.

Regards,

Matt J
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EHEE - Amazon ik S ETH
EHIRE : 45 9%h

EMRRE . BEYE

Gl N Sl

8 Website Temporarily Una,

€ - C fi [ wwwamazon.com ~Oa4+0

mn

amazon.com

Oops!

We're very sorry, but we're having
trouble doing what you just asked
us to do. Please give us another
chance--click the Back button on
your browser and try your reguest
again, Or start from the beginning
on aur hemepage

& AWS Management Consoie [RESOLVED) Elevated smor raws  jg5s » a

wumm‘r\---—‘y'—-l

1230 P FUT W are cumently

‘elevaied error fales aflectng cusiomers e
he Console Customers who have aiready

Console are not aflected
1237 PMPUT The AWS|
SPuPOT D

| AM and 1232 PMPDT. Pus e customens
could no! ign i 10 e Customers airsady
~ Console is now operanng normally.
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#EFL  US-EAST-1

1:22 PM PDT We are investigating degraded
performance for some volumes in a single AZ in the
US-EAST-1 Region

1:28 PM PDT We are investigating degraded
performance for some EBS volumes and elevated
EBS-related APl and EBS-backed instance launch
errors in a single AZ in the US-EAST-1 Region.

2:221 PM PDT We have identified and fixed the root
cause of the performance issue. EBS backed
instance launches 8!'0 now operating normally Most

previously i are now

normally and we will continue 10 WOIK 0!\ msl.anees
and that are still exp 1g deg
performance.

3:23 PM PDT From approximately 12:51 PM PDT to
1:42 PM PDT network packet loss caused elevated
EBS-related API error rates in a single AZ, a small
number of EBS volumes in that AZ to experience
dagmded perfbrmanca and a small number of EC2
ir due to packet loss
ina smgle AZ in the US-EAST-1 Region. The root
cause was a "grey" partial failure with a networking
device that caused a portion of the AZ to experience
packet loss. The network issue was resolved and
most volumes, instances, and API calls returned to
normal. The rking device was d from
service and we are performing a forensic
investigation to understand how it failed. We are
continuing to work on a small number of instances
and volumes that require additional maintenance
before they return to normal performance.

Instagram alerted its users of a fault to its service almost as soon as it occurred:

We know many of you are having trouble foading Instagram. We identified the issue and are working to

fix it ASAP. Thanks for holding on

— Instagram (@instagram) August 25, 2013

Vine caught up, about half an hour later:

Vine &

@vineapp

We're aware of some issues affecting our servers and are working to
address them now. Thanks for your patience and hang tight!

220 PM- 25 Aug 20
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& Amazon Elastc Load Balancing (N. Caiifornia)
@ Amazon Elastc Load Balancing (N. Virginia)

& Amazon Elastic Load Balancing (Oregon)
#2  Amazon Elastic MaoReduce (N. Caltornia)

Senvice is operating normally.
[RESOLVED) Connectivity Issues  lgss &

| 7:58 AM POT We are

| for load balancers in & single A Zone in the
| US-EAST-1

| 857 AM ;DT ‘can confirm that connectivity issues
for the maonty of icac balancers have been resoved.
‘With Back-end instances in

Customers muitole
Availabiity Zones had request traffc shified away from

the affected Avaiiabity Zone during the penod of
impact. We contnus 10 work on for a small
| number of load balancers in the Availapeity
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